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This deliverable describes the initial design of the service orchestrator of 5G-

TRANSFORMER, including the specification of the northbound interface with 

the vertical slicer, southbound interface with the mobile transport and computing 

platform, and east/westbound interface with federated service orchestrators. 

This deliverable also describes the algorithmic framework to carry out service 

orchestration and federation decisions, including resource allocation or function 

placement decisions. 

  



Definition of SO and federation algorithms, service monitoring algorithms        2 

H2020-761536 

                                                                                                                                  

Document properties 

Document number D4.1 

Document title Definition of service orchestration and federation 
algorithms, service monitoring algorithms 

Document responsible Andres Garcia-Saavedra (NEC) 

Document editor Andres Garcia-Saavedra (NEC) 

Editorial team Andres Garcia-Saavedra (NEC), Juan Brenes Baranzano 
(ATOS), Carla Chiasserini (POLITO), Giada Landi (NXW), 
Dmitriy Andrushko (Mirantis), Jaime Garcia (UC3M), Kiril 
Antevski (UC3M), Ricardo Martinez (CTTC), Barbara 
Martini (SSSA), Adlen Ksentini (EURECOM) 

Target dissemination level Public 

Status of the document Final 

Version 1.0 

Production properties 

Reviewers Andres Garcia-Saavedra (NEC), Juan Brenes Baranzano 
(ATOS), Carla Chiasserini (POLITO), Giada Landi (NXW), 
Dmitriy Andrushko (Mirantis), Jaime Garcia (UC3M), Kiril 
Antevski (UC3M), Ricardo Martinez (CTTC), Barbara 
Martini (SSSA), Adlen Ksentini (EURECOM), Thomas 
Deiß (NOK-N), Carlos J. Bernardos (UC3M) 

 

 

Disclaimer 

This document has been produced in the context of the 5G-TRANSFORMER Project. 

The research leading to these results has received funding from the European 

Community's H2020 Programme under grant agreement Nº H2020-761536. 

All information in this document is provided ñas is" and no guarantee or warranty is 

given that the information is fit for any particular purpose. The user thereof uses the 

information at its sole risk and liability. 

For the avoidance of all doubts, the European Commission has no liability in respect of 

this document, which is merely representing the authors view. 



Definition of SO and federation algorithms, service monitoring algorithms        3 

H2020-761536 

                                                                                                                                  

Table of Contents 
List of Contributors ........................................................................................................ 6 

List of Figures ............................................................................................................... 7 

List of Tables ................................................................................................................ 9 

List of Acronyms ......................................................................................................... 10 

Executive Summary and Key Contributions ................................................................ 13 

1 Introduction .......................................................................................................... 15 

2 5G-TRANSFORMER System Overview ............................................................... 17 

2.1 Vertical Slicer (5GT-VS)................................................................................ 18 

2.2 Service Orchestrator (5GT-SO) .................................................................... 19 

2.3 Mobile Transport and Computing Platform (5GT-MTP) ................................. 20 

2.4 Monitoring Architecture ................................................................................. 21 

3 Requirements on the 5GT-SO ............................................................................. 23 

3.1 Business Requirements ................................................................................ 23 

3.2 Functional Requirements .............................................................................. 24 

3.2.1 Discovery ............................................................................................... 24 

3.2.2 Fulfilment ............................................................................................... 25 

3.2.3 Assurance ............................................................................................. 26 

3.2.4 Decommissioning .................................................................................. 26 

4 5GT-SO Architecture ........................................................................................... 27 

4.1 5GT-SO Overview ........................................................................................ 27 

4.2 5GT-SO Architecture and Key Operations .................................................... 27 

4.3 Federation .................................................................................................... 31 

4.3.1 Federation Levels .................................................................................. 31 

4.3.2 Federation in 5G-TRANSFORMER ....................................................... 32 

4.3.3 Service Federation................................................................................. 32 

4.3.4 Resource Federation ............................................................................. 34 

4.4 5GT-SO NBI ................................................................................................. 36 

4.5 5GT-SO SBI ................................................................................................. 38 

4.6 5GT-SO EBI/WB ........................................................................................... 43 

4.7 Service Monitoring ........................................................................................ 45 

5 5GT-SO Workflows .............................................................................................. 49 

5.1 Service On-boarding ..................................................................................... 49 

5.2 Service instantiation ...................................................................................... 52 

5.3 Service Modification ...................................................................................... 55 



Definition of SO and federation algorithms, service monitoring algorithms        4 

H2020-761536 

                                                                                                                                  

5.4 Service Termination ...................................................................................... 57 

5.5 Service assurance (including service monitoring) for the local 5GT-SO domain

 59 

5.6 Service federation ......................................................................................... 63 

5.7 Resource federation ..................................................................................... 64 

5.8 NFV-NS instantiation including MEC applications ......................................... 68 

6 Service Orchestration and Federation Algorithms ................................................ 70 

6.1 Service Orchestration Algorithms .................................................................. 70 

6.1.1 Objectives and decisions to make .......................................................... 70 

6.1.2 Input Information .................................................................................... 71 

6.1.3 System Model ........................................................................................ 71 

6.1.4 Decision Variables ................................................................................. 72 

6.1.5 Constraints ............................................................................................ 73 

6.1.6 Objective ............................................................................................... 73 

6.1.7 Service Orchestration Algorithms ........................................................... 74 

6.2 Federation Algorithms ................................................................................... 76 

6.2.1 Service and resource abstractions ......................................................... 76 

6.2.2 Pre-configured and dynamic (centralized or distributed) federation ........ 77 

7 Conclusions ......................................................................................................... 79 

8 References .......................................................................................................... 80 

9 Annex I. Vertical Services .................................................................................... 83 

9.1 Automotive ................................................................................................... 83 

9.2 Entertainment ............................................................................................... 84 

9.3 eHealth ......................................................................................................... 84 

9.4 eIndustry ....................................................................................................... 85 

9.5 MNO/MVNO ................................................................................................. 86 

10 Annex II. Monitoring Requirements .................................................................. 89 

10.1 Monitoring requirements for the automotive use case ................................... 90 

10.2 Monitoring requirements for the entertainment use case ............................... 95 

10.3 Monitoring requirements for the e-Health use case ..................................... 101 

10.4 Monitoring requirements for the e-Industry use case ................................... 102 

11 Annex III. Notation for Requirements .............................................................. 105 

12 Annex IV. Reference Architectures ................................................................. 106 

12.1 3GPP .......................................................................................................... 106 

12.1.1 3GPP SA2 ........................................................................................... 106 

12.1.2 3GPP SA5 ........................................................................................... 107 



Definition of SO and federation algorithms, service monitoring algorithms        5 

H2020-761536 

                                                                                                                                  

12.2 ETSI ........................................................................................................... 108 

12.2.1 ETSI NFV ............................................................................................ 108 

12.2.2 ETSI MEC ........................................................................................... 111 

13 Annex V. State of the Art Solutions for 5GT-SO ............................................. 113 

13.1 Industry-driven projects .............................................................................. 113 

13.1.1 Open Source MANO (OSM)................................................................. 113 

13.1.2 Open Network Automation Platform (ONAP) ....................................... 116 

13.1.3 Cloudify ............................................................................................... 118 

13.1.4 OpenBaton .......................................................................................... 119 

13.1.5 OpenStack Tacker ............................................................................... 121 

13.2 5G-PPP and FP7 Projects .......................................................................... 122 

13.2.1 T-NOVA ............................................................................................... 122 

13.2.2 5G-Crosshaul ...................................................................................... 123 

13.2.3 SONATA .............................................................................................. 126 

13.2.4 5G-TANGO .......................................................................................... 127 

13.2.5 5G-EX.................................................................................................. 128 

 

  



Definition of SO and federation algorithms, service monitoring algorithms        6 

H2020-761536 

                                                                                                                                  

List of Contributors 
Partner Short Name Contributors 

UC3M Kiril Antevski, Carlos Jesús Bernardos Cano, Antonio 
Pastor 

NEC Andres Garcia-Saavedra, Xi Li, J. Xavier 

ATOS Arturo Zurita, Juan Brenes, José Enrique Gonzalez 

TID Luis Miguel Contreras 

ORANGE Thouraya Toukabri 

NXW Giada Landi, Marco Capitani, Francesca Moscatelli 

MIRANTIS Dmitriy Andrushko, Konstantin Tomakh 

CTTC Ricardo Martínez, Iñaki Pascual, Jordi Baranda, Javier 
Vílchez, Manuel Requena, Josep Mangues 

POLITO Carla Fabiana Chiasserini, Francesco Malandrino 

EURECOM Adlen Ksentini, Pantelis Frangoudis 

SSSA Luca Valcarenghi, Barbara Martini 

ITRI Chia-Lin Lai 

  



Definition of SO and federation algorithms, service monitoring algorithms        7 

H2020-761536 

                                                                                                                                  

List of Figures 
Figure 1: 5G-TRANSFORMER system architecture .................................................... 18 

Figure 2: Hierarchy of monitoring services in 5G-TRANSFORMER architecture ......... 22 

Figure 3: 5GT-SO System Architecture ï Building blocks and their interactions ........... 28 

Figure 4: federation as a domain unified by mutual trust (from [59]) ............................ 31 

Figure 5: Reference Points Between 5GT-VS and 5GT-SO ........................................ 37 

Figure 6: NSD extended with AppD references ........................................................... 38 

Figure 7: NSD and AppD information models .............................................................. 38 

Figure 8: Reference points for 5GT-SO SBI (i.e., So-Mtp Interface) ............................ 39 

Figure 9: 5GT-SO EBI/WBI reference points ............................................................... 44 

Figure 10: Functional architecture of the 5GT-SO monitoring platform ........................ 47 

Figure 11: Service on-boarding workflow .................................................................... 51 

Figure 12: Service instantiation workflow .................................................................... 54 

Figure 13: Vertical service modification workflow ........................................................ 57 

Figure 14: Service termination workflow ...................................................................... 59 

Figure 15: Service Assurance Workflow ...................................................................... 62 

Figure 16: Service Federation Workflow ..................................................................... 64 

Figure 17: Resource federation worklow ..................................................................... 67 

Figure 18: Case of MEC applications instantiation Workflow ....................................... 69 

Figure 19: Example of virtual infrastructure graph ....................................................... 72 

Figure 20: Decoupled VNF placement heuristic .......................................................... 75 

Figure 21: EXT-ICA service: functional decomposition ................................................ 91 

Figure 22: EXT-ICA service: Network Service Modelling ............................................. 91 

Figure 23: A simple deployment of the Ext-ICA service ............................................... 92 

Figure 24: On-site live event experience service (UC E0.1): functional decomposition 96 

Figure 25: On-site live event experience service (UC E0.1): Network Service Modelling

 ................................................................................................................................... 97 

Figure 26: On-site live event experience service (UC E0.2): functional decomposition 99 

Figure 27: On-site live event experience service (UC E0.2): Network Service Modelling

 ................................................................................................................................... 99 

Figure 28: e-Health service: functional decomposition .............................................. 101 

Figure 29: e-Industry ï cloud robotics service: functional decomposition ................... 103 

Figure 30: Example of Network Slices from 3GPP SA2 perspective .......................... 106 

Figure 31: 3GPP view on Network slice instance lifecycle ......................................... 108 

Figure 32: Relation between 3GPP and ETSI information models (from [29]) ........... 109 

Figure 33: Network slice management in an NFV framework (from [29]) ................... 110 

Figure 34: OSM mapping to ETSI NFV MANO .......................................................... 114 

Figure 35: OSM multi-PoP NFVI+VIM emulation platform ......................................... 116 

Figure 36: Architecture of the ONAP platform, Amsterdam release ........................... 117 

Figure 37: Cloudify architecture ................................................................................ 119 

Figure 38: OpenBaton architecture ........................................................................... 120 

Figure 39: Tacker Architecture .................................................................................. 122 

Figure 40: TeNOR Reference Architecture and Interactions...................................... 123 

Figure 41: NFVO developed in 5G-Crosshaul ï web GUI .......................................... 124 

Figure 42: NFVO developed in 5G-Crosshaul ï high-level software architecture ....... 125 

Figure 43: Mapping functional architecture of the SONATA system to ETSI reference 

architecture ............................................................................................................... 127 



Definition of SO and federation algorithms, service monitoring algorithms        8 

H2020-761536 

                                                                                                                                  

Figure 44: 5GEx reference architectural framework .................................................. 129 

 

  



Definition of SO and federation algorithms, service monitoring algorithms        9 

H2020-761536 

                                                                                                                                  

List of Tables 
Table 1: Business requirements .................................................................................. 23 

Table 2: Requirements on the Discovery phase .......................................................... 25 

Table 3: Requirements on the Fulfilment phase .......................................................... 25 

Table 4: Requirements on the Assurance phase ......................................................... 26 

Table 5: Requirements on the Decommissioning phase.............................................. 26 

Table 6: Main input data to the orchestration problem ................................................. 71 

Table 7: Main constraints the 5GT-SO has to honor .................................................... 73 

Table 8 Automotive use cases .................................................................................... 83 

Table 9: Entertainment use cases ............................................................................... 84 

Table 10: eHealth use cases ....................................................................................... 85 

Table 11: eIndustry use cases .................................................................................... 86 

Table 12: MNO/MVNO use cases ............................................................................... 87 

Table 13: Monitoring Metrics for EXT-ICA service ....................................................... 93 

Table 14: Elaboration of monitoring metrics for EXT-ICA service ................................ 94 

Table 15: Monitoring Metrics for On-site live event experience service (UC E0.1) ....... 98 

Table 16: Monitoring Metrics for On-site live event experience service (UC E0.2) ..... 100 

Table 17: Monitoring Metrics for e-Health ................................................................. 102 

Table 18: Monitoring Metrics for e-Industry ............................................................... 103 

 

  



Definition of SO and federation algorithms, service monitoring algorithms        10 

H2020-761536 

                                                                                                                                  

List of Acronyms 
Acronym Description 

5GC 5G Core 

5GT-MTP Mobile Transport and Computing Platform 
5GT-SO Service Orchestrator 

5GT-VS Vertical Slicer 

AAA Authentication, Authorization, Accounting 

AN Access Network 

API Application Programming Interface 

AppD Application Descriptor 

BSS Business Support System 

CAT Catalogue 

CN Core Network 

CSMF Communication Service Management Function 

DB Database 

DF Deployment Flavor 
E2E End to end 

EBI Eastbound Interface 

EM Element Management 

EPC Evolved Packet Core 

EPCaaS EPC as a Service 

ETSI European Telecommunication Standardization Institute 

GRE Generic Routing Encapsulation 

GS Group Specification 

HSS Home Subscriber Server 

IaaS Infrastructure as a Service 

IFA Interfaces and Architecture 

KPI Key Performance Indicator 
LC Lifecycle 

LCid Lifecycle Operation Occurance Id 

LCM Lifecycle Management 

M&E Media and Entertainment 

M(V)NO Mobile (Virtual) Network Operator 

MANO Management and Orchestration 

MEC Multi-access Edge Computing 

MEO Multi-access Edge Orchestrator 

MEP Multi-access Edge Platform 

MILP Mixed Integer-Linear Programming 

MIoT Massive Internet of Things 

MLPOC Multiple Logical Point of Contact 

MME Mobility Management Entity 
MNO Mobile Network Operator 

MON Monitoring 

MVNE Mobile Network Enabler 

NaaS Network as a Service 

NBI Northbound Interface 

NF Network Function 

NFP Network Forwarding Path 

NFV Network Function Virtualization 

NFVI Network Functions Virtualisation Infrastructure 



Definition of SO and federation algorithms, service monitoring algorithms        11 

H2020-761536 

                                                                                                                                  

NFVIaaS NFVI as a Service 

NFV-NS NFV Network Service 

NFV-NSaaS Network Service as a Service 

NFV-NSO Network Service Orchestrator 

NFVO NFV Orchestrator 

NFVO-RO Resource Orchestrator 
NS Network Slice 

NSD Network Service Descriptor 

NS-DF Network Service Deployment Flavor 

NSI Network Slice Instance 

NSMF Network Slice Management Function 

NS-OE NFV-NS Orchestration Engine 

NSSI Network Slice Subnet Instance 

NSSMF Network Slice Subnet Management Function 

NST Network Slice Template 

ONAP Open Network Automation Platform 

OSM Open Source MANO 

OSS Operating Support System 
PM Performance Management 

PMON Performance Monitoring 

PNF Physical Network Function 

PNFD PNF Descriptor 

PoP Point of Presence 

QoS Quality of Service 

RAM Resource Advertisement Management 

RAN Radio Access Network 

REST Representational State Transfer 

RM Resource Management 

RMM Resource Monitoring Management 

RO Resource Orchestration 
RO-EE RO Execution Entity 

RO-OE RO Orchestration Engine 

SAP Service Access Point 

SBI Southbound Interface 

SDK Software Development Kit 

SDO Standard Developing Organisation 

SLA Service Level Agreement 

SLPOC Single Logical Point of Contact 

SLPOC-F Single Logical Point of Contact for Federation 

SO Service Orchestrator 

SPGW-C Serving/Packet Data Network Gateway Control Plane 

SPGW-U Serving/Packet Data Network Gateway User Plane 
TD Technology Domain 

TETRA Terrestrial Trunked Radio 

TN Transport Network 

TOSCA Topology and Orchestration Specification for Cloud Applications 

TSP 5G-TRANSFORMER Service Provider 

UC Use Case 

UE User Equipment 

UPF User Plane Function 

VA Virtual Application 



Definition of SO and federation algorithms, service monitoring algorithms        12 

H2020-761536 

                                                                                                                                  

vEPC virtual Evolved Packet Core 

VIM Virtual Infrastructure Manager 

VL Virtual Link 

VLAN Virtual Local Area Network 

VM Virtual Machine 

VNF Virtual Network Function 
VNFD VNF Descriptor 

VNFFG VNF Forwarding Graph 

VNFFGD VNFFG Descriptor 

VSD Vertical Service Descriptor 

VSI Vertical Service Instance 

WBI Westbound Interface 

WIM Wide area network Infrastructure Manager 

YAML YAML Ain't Markup Language 

 

  



Definition of SO and federation algorithms, service monitoring algorithms        13 

H2020-761536 

                                                                                                                                  

Executive Summary and Key Contributions 
This deliverable introduces the 5G-TRANSFORMER service orchestrator (5GT-SO), a 

key component of the 5G-TRANSFORMER system.  

On the one hand, the 5GT-SO offers the vertical slicer (5GT-VS) (and ultimately the 

different verticals accessing the system) services and/or resources across single 

administrative domains or federated administrative domains. On the other hand, the 

5GT-SO exploits either (i) a mobile transport and computing platform (5GT-MTP) in 

order to deploy services and expose abstracted (virtual) resources, or (ii) federated 

service orchestrator(s).  

Consequently, the 5GT-SO manages services/resources that may be split across 

different administrative domains based on requirements, service/resource availability, 

and/or business reasons. Evidently, federation requires the peer 5GT-SO(s) to provide 

the abstractions of resources from their underlying 5GT-MTP, which may depend on 

business relationships between the federated domains. 

To summarize, the main contributions in this deliverable are the following: 

¶ An overview of the overall 5GT-TRANSFORMER system design is introduced in 

Section 2. The section briefly presents the three main functional blocks of our 

system (i.e., 5GT-VS, 5GT-SO and 5GT-MTP). The details about the functional 

blocks presented in this section have been published in [1].  

¶ Design of monitoring architecture and algorithms, and collection of monitoring 

requirements from all vertical use cases, as a contribution of Task 4.2. In the 

5G-TRANSFORMER framework, each of these architectural components 

includes a monitoring service able to provide performance metrics and failure 

reports targeting the logical entities managed by each component. Following 

this approach, the 5GT-MTP monitoring service will produce monitoring data 

about the local physical and virtual resources, the 5GT-SO monitoring service 

will produce monitoring data about the managed VNFs and NFV network 

services, while the 5GT-VS monitoring service will produce monitoring data 

about network slices and vertical services. Section 2.4 introduces the proposed 

monitoring architecture for the overall system. A detailed design of the 

monitoring platform and algorithms in 5GT-SO is explained in Section 4.7. The 

analysis of monitoring requirements of the vertical use cases are provided in 

Section 0 (Annex II). 

¶ One of the objectives of 5G-TRANSFORMER is to foster business relationships 

between vertical sectors which request the deployment of network services via 

the 5GT-VS, and between service orchestrators of different administrative 

domains. This results in a set of functional and business requirements on the 

5GT-SO that are enumerated in Section 3. These include business 

requirements of 5GT-VS, 5GT-MTP and federated 5GT-SOs, and functional 

requirements in different stages of a service lifecycle (discovery, fulfilment, 

assurance and service decommissioning). 

¶ Section 4 introduces the design of the 5GT-SO architecture. Such design 

includes the different functional blocks comprising the service orchestrator, the 

northbound interface towards the 5GT-VS, the southbound interface towards 

the 5GT-MTP, and the eastbound/westbound interface towards federated 
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service orchestrators. Major components of the 5GT-SO are (i) repositories to 

store Network Service Descriptors (NSDs) and VNF Descriptors (VNFDs) that 

can be accessed via a Catalogue Manager, abstract resource elements from 

5GT-MTPs, and instances of VNFs and network services; (ii) an NFV 

Orchestrator (NFVO) in charge of both resource orchestration (NFVO-RO) and 

service orchestration (NFVO-NSO) across multiple domains; (iii) VNF Managers 

(VFNMs) in charge of the lifecycle management of deployed VNFs; and (iv) a 

monitoring platform comprised of a monitoring service, a service monitoring 

data consumer and a Service-Level Agreement (SLA) manager.  

¶ A series of workflow descriptions among the components of the 5GT-SO, 

illustrating a set of most important use cases, which are shown in Section 5. 

The relevant use cases presented in this document include (1) Service On-

boarding, (2) Service Instantiation, (3) Service Modification, (4) Service 

Termination, (5) Service Assurance, (6) Service Federation, (7) Resource 

Federation, and (8) NFV-NS instantiation when including MEC applications. 

These workflow illustrate the interaction between the different components of 

5GT-SO internally, and between these and 5GT-VS, 5GT-MTP or external 5GT-

SOs. 

¶ The framework employed by 5GT-SO to deploy algorithms that optimize the job 

of service orchestration and federation, introduced in Section 6. This framework 

will host the algorithms developed along with the project and represent one of 

the core sources of intelligence in 5G-TRANSFORMER, allowing optimizing 

actions based on different metrics (e.g., delay, energy, etc.) and supporting 

resiliency, fault-tolerance and flexibility.  

¶ Dissemination of the results in WP4 and steering related standardization 

activities (activities collected by WP6), are of paramount interest within this work 

package and has resulted in a number of contributions to academic journals and 

conferences [1][2][3] and standardization bodies [4][5][6][7]. Reference [2] 

introduces the main concept of 5GT-SO and its relation to ETSI NFV, while 

reference [3] provides the detailed design of the 5GT-SO functional system 

architecture including the main function modules and the interfaces to 5GT-VS 

and other federated 5GT-SO(s).  
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1 Introduction 
5G networks are envisioned to expand the service scope of current mobile networks to 

support various vertical services, hence enriching the telecom network ecosystem. A 

wide range of vertical industries (such as eHealth, automotive, media, or cloud robotics) 

acts as a driver to construct this ecosystem. The support of the diverse and 

heterogeneous service requirements of different vertical industries is not only a 

question of providing broadband capacity, but also a matter of ultra-reliable low-latency 

communications and a massive density of connections when needed. Consequently, 

5G-TRANSFORMER proposes a flexible SDN/NFV-based design of the next 

generation mobile transport networks.  

One of the most important building blocks of 5G-TRANSFORMER platform is the 

service orchestrator (5GT-SO). The 5GT-SO receives requests from the vertical slicer 

(5GT-VS) which translates the services requested by different verticals and mobile 

(virtual) network operators (M(V)NOs). The 5GT-SO offers service or resource 

orchestration and federation across multiple administrative domains. This includes all 

tasks related with coordinating and offering to the vertical an integrated view of services 

and resources from multiple administrative domains. Orchestration entails managing 

end-to-end services or resources that were split into various domains based on 

requirements and availability. Federation entails managing administrative relations at 

the interface between 5GT-SOs belonging to different domains and handling 

abstraction of services and resources. 

The main function of the 5GT-SO is based on the NFV Orchestrator (NFVO) as defined 

in ETSI NFV. Depending on the requests from verticals, both network service (NFVO-

NSO) and resource (NFVO-RO) orchestration may be used for both single and multiple 

domains. The NFV-NSO functionality of the 5GT-SO is responsible of deploying and 

managing the NFV network services (NFV-NS) requested by 5GT-VS, possibly across 

multiple domains, and it is also responsible for the network service lifecycle 

management including operations such as service on-boarding, instantiation, scaling, 

termination, and management of the VNF forwarding graphs associated to the network 

services. More specifically, the NFVO-NSO coordinates all NFV-NS deployment 

operations including authentication, authorization and accounting (AAA) and formal 

checks of service requests based on attributes retrieved from NSDs and VNFDs. It 

decomposes the end-to-end network services into several segments and decides to 

implement them either in the local administrative domain or federating with the 

neighbor 5GT-SOs. Afterwards, the NFVO-NSO requests the NFVO-RO of the local 

domain or the NFVO-NSO of a neighbor domain to deploy the Network Service 

segment.  

In turn, the NFVO-RO functionality of the 5GT-SO handles the resources coming from 

the local 5GT-MTP (either physical or virtual) and from the service orchestrators 

belonging to other administrative domains (abstracted). The resource orchestration 

decision includes the placement of VNFs/VAs over such virtual networks with virtual 

nodes and links, as well as the resources to be allocated. The 5GT-SO will then create 

the service by exploiting the interface exposed by the local 5GT-MTP and also that 

exposed by peer orchestrators, which will eventually interact with their respective 5GT-

MTPs. 
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The remaining of this document goes as follows. Section 2 introduces an overview of 

the overall 5G-TRANSFORMER platform architecture. An analysis of the business and 

functional requirements for the design of 5GT-SO is presented in Section 3. The actual 

design of 5GT-SO (including its functional components and interfaces to external 5G-

TRANSFORMER blocks) is then presented in Section 4. The interaction between such 

external and internal 5GT-SO components is illustrated through a series of workflows 

implementing some common use cases in Section 5. The framework of the 5GT-SO to 

deploy optimization algorithms for service orchestration and federation is introduced in 

Section 6. Finally, Section 7 ends the main document with concluding remarks. 

In order to keep the main body of the document as short as possible, several annexes 

are included at the end, containing additional information and results. 
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2 5G-TRANSFORMER System Overview  
To describe the 5GT-SO within its context, we present in this section a summary1 of the 

system architecture described in [10]. The use cases used to define the system 

architecture are presented in an annex in Section 9, requirements for the design of 5G-

TRANSFORMER monitoring platform in Section 0, and relevant reference architectures 

for the 5G-TRANSFORMER system architecture in Section 11. 

The 5G-TRANSFORMER project explores how the network can better serve the needs 

of 5G-TRANSFORMER customers (i.e., vertical industries and M(V)NOs) by offering 

the abstraction, flexibility, and dynamic management capabilities they require. In terms 

of notation, it is important to differentiate between (vertical) service, i.e., that is 

requested by the customer of the 5G-TRANSFORMER system, from the underlying 

network service deployed to fulfill the requirements of the vertical. An example of the 

former is a car manufacturer requesting the deployment of an automotive intersection 

collision avoidance service. The latter will be deployed in the form of an NFV network 

service, in general. 

The key architectural concept to support such adaptation to the needs of verticals and 

M(V)NOs is network slicing. The term network slice aligns network functionality to 

business needs [34], since it allows customers to request not just functions, but also 

business objectives (e.g., quality of service, security, etc.), as a sort of intent. The 

scope of a slice may be a single customer facing service (using TM Forum terminology 

[35]) or a group of such services. The system will also allow infrastructure providers to 

share the 5G mobile transport and computing infrastructure efficiently among verticals 

and M(V)NOs, hence enhancing 5G-TRANSFORMER provider network usage 

efficiency. In terms of deployment, network slices can be implemented by means of 

ETSI NFV network services. 

The architecture is conceived to support multiple combinations of stakeholders by 

introducing open Application Programming Interfaces (API) among components [9]. 

Through these APIs, the system hides unnecessary details from the verticals, allowing 

them to focus on the definition of the services and the required Service Level 

Agreements (SLAs). As for interfaces, particularly relevant for the goals of the project 

are east-westbound interfaces, which enable service and resource federation across 

different administrative domains, allowing 5G-TRANSFORMER service providers to 

enhance their service offerings to their customers by peering with other providers. 

We envision a system of three major components: vertical slicer (5GT-VS), service 

orchestrator (5GT-SO) and mobile transport and computing platform (5GT-MTP), see 

Figure 1. The 5GT-VS is the entry point for the vertical requesting a service and it 

handles the association of these services with slices as well as network slice 

management. The 5GT-SO is responsible for end-to-end orchestration of services 

across multiple domains and for aggregating local and federated (i.e., from peer 

domains) resources and services and exposing them to the 5GT-VS in a unified way. 

Finally, the 5GT-MTP provides and manages the virtual and physical IT and network 

resources on which service components are eventually deployed. It also decides on the 

abstraction level offered to the 5GT-SO. 

                                                   
1 This is text common to [11], [12], and this document. 
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FIGURE 1: 5G-TRANSFORMER SYSTEM ARCHITECTURE 

2.1 Vertical Slicer (5GT-VS) 

The 5GT-VS is the common entry point for all verticals into the 5G-TRANSFORMER 

system. It is part of the operating and business support systems (OSS/BSS) of the 5G-

TRANSFORMER service provider (TSP) [9]. Vertical services are offered through a 

high-level interface at the 5GT-VS northbound that is designed to allow verticals to 

focus on the service logic and requirements, without caring on how they are eventually 

deployed at the resource level. This latter issue would be up to TSP. Therefore, vertical 

services, will use those services offered by the TSP. In fact, the 5GT-VS offers a 

catalogue of vertical service blueprints, based on which the vertical service requests 

are generated by the vertical. The role of the 5GT-VS is to trigger the actions allowing 

the 5G-TRANSFORMER system to fulfil the requirements of a given incoming service 

request. After the appropriate translation between service requirements and slice-

related requirements by the VSD/NSD Translator and Arbitrator, corresponding to the 

Communication Service Management Function (CSMF), as defined in [36], a decision 

is taken on whether the service is included in an already existing slice or a new one is 

created.  

The vertical slicer is the component of the system that is conscious of the business 

needs of the vertical, their SLA requirements, and how they are satisfied by mapping 

them to given slices. Intra-vertical arbitration is also part of the vertical slicer, by which 

intra-vertical contention is resolved to prioritize those services that are more critical, 

according to the agreed SLA.  

The VSI/NSI Coordinator and LC Manager is the core component of the 5GT-VS. It 

contains functionality that can be mapped to that of the Network Slice Management 

Function (NSMF) and Network Slice Subnet Management Function (NSSMF), as 

defined in [36]. More specifically, the NSMF is in charge of lifecycle management of 
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network slice instances. All possible combinations between vertical services and 

network slices exist; that is, a network slice can be shared by different vertical services, 

but a given vertical service may be mapped to multiple network slices as well. In turn, 

network slices may be composed by network slice subnets, which may offer part of the 

functionality required by a given network slice. And network slice subnets may be 

shared by multiple network slices.  

The final result of all this process is a request sent by the 5GT-VS towards the 5GT-SO 

to create or update the NFV network services (NFV-NS) that implement the slices.  

In summary, through this process, the 5GT-VS maps vertical service descriptions and 

instantiation parameters at the vertical application (VA) level into an NFV-NS (existing 

or new) implementing the network slice. In turn, such NFV-NS will be updated or 

created through a network service descriptor (NSD), which is a service graph 

composed of a set of virtual network functions (VNF) chained with each other, and the 

corresponding fine-grained instantiation parameters (e.g., deployment flavor) that are 

sent to the 5GT-SO. Given the operations carried out through it, the VS-SO interface 

(see Figure 1) takes ETSI GS NFV-IFA 013 [23] as basis. 

2.2 Service Orchestrator (5GT-SO) 

The NFV-NS from the 5GT-VS is received by the 5GT-SO through the VS-SO interface. 

The main duty of the 5GT-SO [41] is to provide end-to-end orchestration of the NFV-NS 

across multiple administrative domains by interacting with the local 5GT-MTP (So-Mtp 

reference point) and with the 5GT-SOs of other administrative domains (So-So 

reference point). If needed (e.g., not enough local resources), the 5GT-SO interacts 

with 5GT-SOs of other administrative domains (federation) to take decisions on the 

end-to-end (de)composition of virtual services and their most suitable execution 

environment. Even if a service is deployed across several administrative domains, e.g., 

if roaming is required, a vertical still uses one 5GT-VS to access the system, and so, 

the 5GT-SO hides this federation from the 5GT-VS, and thus, the verticals. 

The 5GT-SO embeds the network service orchestrator (NFV-NSO) and the resource 

orchestrator (NFVO-RO) with functionalities equivalent to those of a regular NFV 

orchestrator and it may be used for single and multi-domains [16].  

Since the network slices handled at the 5GT-VS will in general serve complex end-to-

end services, in the general case, the corresponding network service will be a 

composition of nested NFV-NSs. The lifecycle management of this complex NFV-NS is 

the role of the NFV-NSO.  

In case a network service is requested that must be distributed across multiple 

domains, the 5GT-SO receiving the request becomes the parent NFV-NSO and sends 

ETSI GS NFV-IFA 013 [23] requests for each of the constituent NFV-NSs to other NFV-

NSOs. Therefore, a hierarchy of NFVO-NSOs is established. The child NFVO-NSOs 

may belong to the same 5GT-SO that received the request from the 5GT-VS or to a 

peer 5GT-SO, which, in turn, may establish an additional hierarchy, which is 

transparent for the parent NFVO-NSO. The child NFVO-NSO belonging to the same 

5GT-SO would be in charge of the lifecycle management of the constituent service that 

is eventually deployed over the local 5GT-MTP, i.e., the 5G-MTP with which the 5GT-

SO has a direct relationship through the So-Mtp interface. When a child NFVO-NSO 

belongs to a different domain, there is service federation. 
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Eventually, a resource-related request is generated towards the underlying NFVO-RO 

to assign virtual resources towards the deployment of the (constituent) NFV-NS. The 

NFVO-RO functionality of the 5GT-SO handles resources coming from the local 5GT-

MTP (real or abstracted) and from the 5GT-SOs of other administrative domains 

(abstracted). The NFVO-RO will decide on the placement of the Virtual Network 

Functions (VNF) of the NFV-NS based on the information available in the NFVI 

resources repository and the NFV instances repository. Most likely, the information 

available in these repositories will be more detailed when coming from the local 5GT-

MTP than from a federated domain. 

As for the NFV infrastructure as a service (NFVIaaS) use case, the 5GT-VS will request 

the 5GT-SO for a set of virtual resources, as opposed to a complete E2E NFV-NS as 

before. Therefore, this request is directly handled by the NFVO-RO, which is in charge 

of allocating resources either from the local 5GT-MTP or from a peer 5GT-SO. The 

latter option corresponds to resource federation. In this case, the request from the local 

NFVO-RO will reach the NFVO-RO of the peering domain. In all cases, the interaction 

between NFVO-ROs is based on ETSI GS NFV-IFA 005 [17]. This also includes the 

interface with the 5GT-MTP, where an additional NFVO-RO lower in the hierarchy is 

embedded, as explained below. 

Notice that the NFVI resources handled by the NFVO of the 5GT-SO based on which 

decisions are taken will have a higher or lower abstraction level depending on the 

policies applied in this respect by the 5GT-MTP and the peering 5GT-SO. In general, 

the NFVO-RO of the local 5GT-SO will take coarse-grained decisions and the 5GT-

MTP and peer 5GT-SO will take finer-grained ones, since they are closer to the actual 

resources. 

The 5GT-SO also embeds the Virtual Network Function Managers (VNFM) to manage 

the lifecycle of the VNFs composing the NFV-NS. ETSI GS NFV-IFA 006-based 

interfaces [18] will be used to allow the VNFM interacting with the NFVO-RO Single 

Logical Point of Contact (SLPOC) entity in the 5GT-MTP, as well as peer SOs for 

resource allocation requests involving the VNFs under its control. For managing the 

VNF instances, ETSI GS NFV-IFA 008-based interfaces [20] will be used to allow the 

VNFM to directly configure the VNF instances running in the 5GT-MTP. 

2.3 Mobile Transport and Computing Platform (5GT-MTP) 

The 5GT-MTP [42] is responsible for orchestration of resources and the instantiation of 

VNFs over the infrastructure under its control, as well as managing the underlying 

physical mobile transport network, computing and storage infrastructure. In general, 

there will be multiple technology domains (TD) inside a 5GT-MTP (e.g., data centres, 

mobile network, wide area network). The 5GT-MTP NFVO-RO acts as end-to-end 

resource orchestrator across the various technology domains of the 5GT-MTP. The 

computing and storage infrastructure may be deployed in central data centres as well 

as distributed ones placed closer to the network edge, as in MEC [43]. Therefore, the 

5GT-MTP is in charge of managing the virtual resources on top of which the NFV-NSs 

are deployed. 

In terms of resource orchestration, the NFVO-RO acts as single entry point, i.e., single 

logical point of contact (SLPOC) in ETSI GS NFV-IFA 028 [26] terminology, for any 

resource allocation request coming from the SO. The So-Mtp interface is based on 
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ETSI GS NFV-IFA 005 [17] and ETSI GS NFV-IFA 006 [18]. The former allows the 

NFVO-RO of the 5GT-SO to request resource allocations to the NFVO-RO of the 5GT-

MTP, whilst the latter allows the VNFM of the 5GT-SO to request resource allocations 

for the VNF under its control.  

In terms of managing VNF instances, the So-Mtp interface also consists of ETSI GS 

NFV-IFA 008-based interfaces [20] to allow the VNFM of the 5GT-SO to directly 

configure the VNF instances running in the 5GT-MTP.  

Depending on the use case, the 5GT-MTP may offer different levels of resource 

abstraction to the 5GT-SO. However, the 5GT-MTP NFVO-RO has full visibility of the 

resources under the control of the Virtual Infrastructure Managers (VIM) managing 

each technology domain, since they belong to the same administrative domain. ETSI 

GS NFV-IFA 005-based interfaces [17] are deployed between the 5GT-MTP NFVO-RO 

and the 5GT-MTP VIMs. Therefore, when receiving a resource allocation request from 

the 5GT-SO, the 5GT-MTP NFVO-RO generates the corresponding request to the 

relevant entities (e.g., VIM or WAN Infrastructure Manager (WIM)), each of them 

providing part of the virtual resources needed to deploy the VNFs and/or configure the 

relevant parameters of the PNFs that form the NFV-NS. As a special case, a resource 

request may be translated into an ETSI GS NFV-IFA 013-based NFV-NS request [23] 

towards a mobile network technology domain [16]. This option is offered to hide the 

complexity of the mobile network to the rest of the system whilst keeping the required 

flexibility inside the mobile domain (e.g., to decide on the most appropriate functional 

split). Therefore, a full ETSI MANO stack is represented in technology domain 1-2 (see 

Figure 1) even if the focus of the 5GT-MTP is handling virtual resources and not NFV-

NSs. In any case, this NFV-NS is hidden to the 5GT-SO, since it is abstracted as a 

virtual link. 

2.4 Monitoring Architecture 

In the 5G-TRANSFORMER framework, each architectural component (i.e. 5GT-VS, 

5GT-SO, 5GT-MTP) includes a monitoring service able to provide performance metrics 

and failure reports targeting the logical entities managed by each component. Following 

this approach, the 5GT-MTP monitoring service will produce monitoring data about the 

local physical and virtual resources, the 5GT-SO monitoring service will produce 

monitoring data about the managed VNFs and NFV network services, while the 5GT-

VS monitoring service will produce monitoring data about network slices and vertical 

services. This hierarchy of monitoring services is shown in Figure 2, where the arrows 

indicate a consumer-provider interaction. In particular, the 5GT-SO monitoring service 

can be a consumer of the monitoring service provided by the underlying 5GT-MTP or 

by a federated 5GT-SO, while the 5GT-VS can be a consumer of the monitoring service 

provided by the local 5GT-SO. 

The monitoring data generated at each layer can be used to feed internal decisions 

within each architectural component or to serve external consumers of monitoring data. 

For example, the 5GT-SO monitoring service can elaborate performance metrics about 

an NFV network service, and these metrics can be used by the 5GT-SO to take scaling 

decisions for the involved VNFs. On the other hand, the performance metrics computed 

at the 5GT-SO monitoring service can be provided to the 5GT-VS monitoring service 

for further elaboration. When metrics and alerts are exchanged between two monitoring 

services, the level of visibility and disclosure of monitoring information should be 
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regulated based on authorization policies and business agreements, in particularly 

when monitoring data that belongs to different administrative entities. This may be the 

case, for example, between the 5GT-MTP and the 5GT-SO monitoring services when 

they are handled by different actors or between the monitoring services of federated 

5GT-SOs.  

 

 

FIGURE 2: HIERARCHY OF MONITORING SERVICES IN 5G-TRANSFORMER 

ARCHITECTURE 

 

It is important to highlight that the 5G-TRANSFORMER architecture does not impose 

any constraint on the monitoring platform implementation, but defines just the expected 

behavior of the service and the external APIs that each monitoring platform should 

expose to the consumers of its monitoring data. This means that each actor may 

implement its own specific monitoring platform and in case of overlapping roles, like in 

the 5GT-VS and 5GT-SO case where they are owned and managed by the same 

administrative entity, a single monitoring platform may be deployed for both of them. 
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3 Requirements on the 5GT-SO 
Technical requirements on the overall 5G-TRANSFORMER system have been defined 

in [9]. The requirements covered in [9] focus on properties related to vertical services 

and relevant use cases. General requirements related to the overall system are 

described in [10]. In this section, we define business (Section 3.1) and functional 

(Section 3.2) requirements specific to 5GT-SO. The notation used to refer to the 

different requirements is described in Section 11 (Annex III). 

3.1 Business Requirements 

5G-TRANSFORMER platform is designed to foster business relationships with other 

administrative domains via service and resource federation. The 5GT-SO is the entity 

responsible to manage these business relationships and to achieve so, the following 

table enumerates the business requirements we consider to be fulfilled by the 5GT-SO 

within the 5G-TRANSFORMER architecture.  

TABLE 1: BUSINESS REQUIREMENTS 

ID Requirement F/NF 

ReqSO.B01 The 5GT-SO shall include a REST interface with the 5GT-

VS. 

F 

ReqSO.B02 The 5GT-SO should be able to accept a network service 

specification from the 5GT-VS including both functional and 

non-functional requirements expected for the requested 

service. 

F 

ReqSO.B03 The 5GT-SO should manage the collaboration of federated 

5G-TRANSFORMER administrative domains for the 

completion of the NFV NS 

F 

ReqSO.B04 The 5GT-SO shall expose appropriate interfaces to 

federated 5GT administrative domains and to the 5GT-MTP. 

F 

ReqSO.B05 The 5GT-SO shall orchestrate the services requested by the 

5GT-VS using the resources exposed by the 5GT-MTP 

and/or the resources exposed by federated 5GT 

administrative domains. 

F 

ReqSO.B06 The 5GT-SO shall expose a subset of the resources coming 

from the 5GT-MTP to federated 5GT administrative 

domains.  

F 

ReqSO.B07 The 5GT-SO shall expose a subset of its own network 

services to federated 5G-TRANSFORMER administrative 

domains 

F 

ReqSO.B08 The 5GT-SO shall use the PNFs exposed by the 5GT-MTP 

for service completion.  

F 

ReqSO.B09 The 5GT-SO must adhere to industry multi-tenancy 

requirements including isolation, scalability, elasticity and 

NF 
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security. 

ReqSO.B10 The 5GT-SO shall allow monitoring with an appropriate 

granularity according to the network service characteristics. 

F 

ReqSO.B11 The 5GT-SO must provide the 5GT-VS with a network 

service catalogue with information about available service 

offers and capabilities, in order to facilitate the automated 

provision of services. 

F 

ReqSO.B12 The 5GT-SO must provide a mechanism to perform network 

service accounting and charging. This information should be 

available internally and externally (for the 5GT-VS). 

F 

ReqSO.B13 The 5GT-SO should be able to support long-live and short-

lived services. 

F 

ReqSO.B14 The 5GT-SO should be reliable. NF 

ReqSO.B15 The 5GT-SO should be available (as carrier class 

component). 

NF 

ReqSO.B16 The 5GT-SO should keep responsiveness for the 5GT-VS 

and federated 5GT domains. 

NF 

ReqSO.B17 The 5GT-SO shall allow defining composed network 

services. 

F 

ReqSO.B18 The 5GT-SO shall support the selection of preferred, non-

preferred, and prohibited virtual infrastructure providers for 

the network service instantiation. 

F 

ReqSO.B19 The 5GT-SO shall support to select the deployment area 

based on KPIs2 of another service. 

F 

 

3.2 Functional Requirements  

The 5GT-SO is involved in the service lifecycle at different stages. Thus, different 

requirements can be considered according to each stage, namely (1) Discovery, (2) 

Fulfilment, (3) Assurance, and (4) Decommissioning. 

3.2.1 Discovery 

The discovery phase facilitates the 5GT-SO to understand which capabilities and 

services (in terms of descriptors) are supported by 5GT-SO. That information will be 

exposed to the 5GT-VS and to federated 5GT domains for 5G-TRANSFORMER 

service offering. 

The following requirements are identified: 

                                                   
2 As an example, intersection collision avoidance should cover critical intersections, where 
ócriticalô is defined in terms of occurrence of abrupt braking manouvers in the past. 



Definition of SO and federation algorithms, service monitoring algorithms        25 

H2020-761536 

                                                                                                                                  

TABLE 2: REQUIREMENTS ON THE DISCOVERY PHASE 

ID Requirement F/NF 

ReqSO.Di.01 The 5GT-SO must provide the 5GT-VS with the means to 

send detailed requests including information regarding the 

placement of resources, the location of service points, QoS, 

charging options.  

F 

ReqSO.Di.02 The NS/VNF catalogue entries may contain a service 

manifest and a price tag (or an indicative price range from 

which the exact price can be extracted at run-time). 

F 

ReqSO.Di.03 The 5GT-SO shall keep an up-to-date network service 

catalogue with the network services and VNFs received from 

other federated 5GT administrative domains.  

F 

ReqSO.Di.04 The 5GT-SO should provide a mechanism to set-up, re-size 

and terminate network services. 

F 

ReqSO.Di.05 The 5GT-SO shall allow a TSP to store network service 

descriptors persistently and to: retrieve, update, and delete 

them. 

F 

ReqSO.Di.06 The 5GT-SO shall keep an up-to-date catalogue with the 

resources, links, connection points and PNFs as exposed by 

the 5GT-MTP abstraction. 

NF 

ReqSO.Di.07 The 5GT-SO shall keep an up-to-date catalogue with the 

resources exposed by other federated 5GT administrative 

domains. 

NF 

3.2.2 Fulfilment 

During the service fulfilment phase, the 5GT-SO orchestrates (namely, creates and 

instantiates) network services requested by 5GT-VS. 

The following requirements are identified: 

TABLE 3: REQUIREMENTS ON THE FULFILMENT PHASE 

ID Requirement F/NF 

ReqSO.Fu.01 The 5GT-SO should allow scaling (up / down) as part of the 

lifecycle management 

F 

ReqSO.Fu.02 The 5GT-SO shall support to manage the lifecycle of each 

of the service instances separately. 

F 

ReqSO.Fu.03 The 5GT-SO shall support the management of NSDs F 

ReqSO.Fu.04 The 5GT-SO shall support the management of VNFDs. F 

ReqSO.Fu.05 The 5GT-SO shall allow connecting network service 

instances. 

F 

ReqSO.Fu.06 The 5GT-SO shall be able to translate the network service 

request to one or more resource allocation or lifecycle 

F 
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actions reflecting the agreed service levels in each case. 

ReqSO.Fu.07 The 5GT-SO shall allow creating several instances of the 

same network service. 

F 

3.2.3 Assurance 

5GT-SO is responsible to guarantee the performance agreements made with 5GT-VS 

for orchestrated network services and provide 5GT-VS with sufficient monitoring 

information of said network services.  

The following requirements are identified: 

TABLE 4: REQUIREMENTS ON THE ASSURANCE PHASE 

ID Requirement F/NF 

ReqSO.As.01 The 5GT-SO must provide the vertical slicer with APIs to 

monitor the QoS attained for the requested service. 

F 

ReqSO.As.02 The 5GT-SO should provide isolation among service 

requests. 

NF 

ReqSO.As.03 The 5GT-SO could provide resources from other 5GT-SO 

using federation. 

F 

ReqSO.As.04 The 5GT-SO shall be able to collect and provide performance 

information related with the NSs. 

F 

ReqSO.As.05 The 5GT-SO shall manage fault information, reacting when 

necessary and generating alarms to the 5GT-VS when the 

fault cannot be solved at the 5GT-SO level. 

F 

3.2.4 Decommissioning 

Once a network service is decommissioned, 5GT-SO shall properly release the used 

resources and terminate the required VNFs.  

The following requirements are identified: 

TABLE 5: REQUIREMENTS ON THE DECOMMISSIONING PHASE 

ID Requirement F/NF 

ReqSO.De.01 The 5GT-SO should be able to identify the monitoring 

mechanisms to be de-activated as a result of a service 

termination. 

F 

ReqSO.De.02 The 5GT-SO should have means for receiving 

acknowledgement of successful actions of resources release. 

F 

ReqSO.De.03 The 5GT-SO should be able to notify the vertical slicer about 

a service termination. 

F 
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4 5GT-SO Architecture 
In this section we introduce the up-to-date design of 5G-TRANSFORMERôs service 

orchestrator (i.e. the 5GT-SO). A study on the state-of-the-art solutions that have 

served as a basis for our design can be found in the annex (Section 13). In the sequel, 

we will first present an overview of the role of 5GT-SO in the overall system 

architecture. We will then introduce the architectural description of 5GT-SO and key 

supported operations. Finally, we will provide details on the design of the northbound 

interface to the vertical slicer, southbound interface to the mobile transport and 

computing platform, east/westbound interface to federated orchestrators and an overall 

architectural description of the monitoring platform. 

4.1 5GT-SO Overview  

The 5GT-SO is in charge of end-to-end (E2E) service orchestration and federation of 

networking, computing and storage resources across one or multiple 5GT-MTP 

domains, in addition to managing the allocation of different vertical slices. 5GT-SO 

receives the service requirements from M(V)NOs and/or vertical industries via the SO-

SAP interface (see Figure 1 in Section 2) in the shape of a Network Service Descriptors 

(NSD). In order to do so, the 5GT-SO (i) decides the optimal resource allocation for the 

whole NFV-NS, (ii) decides the optimal placement of VNF/VAs,3 (iii) decides the optimal 

deployment of virtual links connecting VNF/VAs, (iii) and requests federated services 

and/or resources when needed, in addition to some other tasks related to monitoring 

and management (e.g. VNF management, consistency check on requested NSDs, 

etc.).  

Service orchestration focuses on management, instantiation, and migration of 

VNFs/VAs at local, edge and cloud NFVIs. The problem of mapping VNFs/VAs to 

(virtual) computing entities (nodes, NFVI-PoPs) and the mapping of virtual links 

between VNFs/VAs into (virtual) paths, depending on the granularity of abstraction 

offered by the 5GT-MTPs, can be tackled by different optimization strategies, namely 

heuristics or mixed-integer linear programming. Moreover, automatic network service 

management and self-configuration algorithms (e.g., failure recovery) are also required 

to adapt to network changes and special events triggered by the monitoring platform. 

In case the 5GT-SO detects that one 5GT-MTP domain alone has not enough 

infrastructure resources to orchestrate the required service, it interacts with other SOs 

via the So-So interface (see Figure 1 in Section 2) to compose a service across 

multiple federated administrative domains. In this case, 5GT-SO will dynamically 

discover the available administrative domains by exchanging the view with the 

neighboring 5GT-SOs, and negotiate with them the needed services and resources. 

4.2 5GT-SO Architecture and Key Operations  

Figure 3 presents a high level overview of 5GT-SO subsystems and their interactions 

designed to achieve the essential 5GT-SO operation described before. The described 

5GT-SO design follows ETSI guidelines [16] and is in line with orchestration system 

                                                   
3 The granularity that 5GT-SO has when placing functions (NFVI-PoPs, servers, etc.) depends 
on the level of abstraction negotiated with the different 5GT-MTPs. 
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designs developed in related EU projects (i.e., 5GEx [33] and 5G-Crosshaul [44]). The 

main building blocks comprising 5GT-SO are the following: 

ς NBI Exposure Layer: This layer offers a Northbound API towards the 5GT-VS to 

support requests for service on-boarding, service creation, service instantiation, 

service modification, and service termination. Details on supported API are given in 

subsection 4.4. 

 

FIGURE 3: 5GT-SO SYSTEM ARCHITECTURE ï BUILDING BLOCKS AND THEIR 

INTERACTIONS 

ς NFV-NS/VNF Catalogue DB/Manager: Catalogue DB is the repository of all usable 

Network Service Descriptors (NSDs) and VNF Descriptors (VNFDs) that can be 

accessed through the Catalogue Manager. A NSD describes a Network Service 

(NFV-NS) that 5GT-SO is able to provide (either by its own or by leveraging 

neighboring SOs); and it is expressed in terms of chaining of VNF components and 

providing description of their connectivity (i.e., virtual links) and resource 

requirements. A VNFD describes a VNF in terms of its deployment and operational 

behavior requirements. The NSD/VNFD is used by the 5GT-SO in the process of 

NFV-NS/VNF instantiation and its lifecycle management to obtain relevant 

information, e.g., deployment flavors or out-scaling rules. The Catalogue Manager 

also takes care of the advertising of NFV-NSs for federation purpose. 

ς NFV Orchestrator (NFVO): NFVO has the responsibility of orchestrating virtual 

resources across multiple domains, fulfilling the Resource Orchestration (NFVO-

RO) functions, as well as of coordinating the deployment of NFV-NSs along with 

their lifecycle management, thus fulfilling the Network Service Orchestration 

(NFVO-NSO) functions. More specifically: 

o NFVO-NSO coordinates all the NFV-NS deployment operations including 

Authentication, Authorization and Accounting (AAA) as well as formal 

checks of service requests based on attributes retrieved from NSDs and 
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VNFDs. In particular, the Composite NSO, using the algorithms 

implemented in the NFV-NS Orchestration Engine (NS-OE), decomposes 

the NSDs into several segments and decides where to deploy them, i.e., 

whether using a local 5GT-MTP or leveraging neighbor SOs. Accordingly, 

the Composite NSO requests (i) the Constituent NSO and then the local 

NFVO-RO to implement the NFV-NS segment into its administrative 

domain; and/or (ii) the federated NFVO-NSO to implement the NFV-NS 

segment(s) into the other administrative domains. Finally, the NFVO-NSO is 

responsible for the network service lifecycle management including 

operations such as service on-boarding, instantiation, scaling, termination, 

and management of the VNF forwarding graphs associated to the network 

services.   

o NFVO-RO maps the NFV-NS segment into a set of virtual resources through 

the RO Orchestration Engine (RO-OE) by deciding the placement of each 

VNF within the virtual infrastructure, based on specified computational, 

storage and networking (e.g., bandwidth) requirements. The decision is 

based on available virtual resources that are exposed by the 5GT-MTP via 

the So-Mtp Southbound Interface (SBI) or by from other domains through 

the So-So/East-Westbound Interface (EBI/WBI). In the latter case, the 

sharing of abstract views is needed to build-up a comprehensive view of 

resources available from different domains and is carried out by the SO-SO 

Resource Federation element. Then, the RO Execution Entity (RO-EE) 

takes care of resource provisioning by managing the coordination of 

correlated actions to execute/forward the allocation requests to either 5GT-

MTP or to the 5GT-SO NFVO-RO of other domains. 

ς VNF Manager (VNFM): the VNFM is in charge of the lifecycle management of the 

VNFs deployed by the 5GT-SO using either local or remote resources (or a 

combination of thereof). It receives relevant VNF lifecycle events from the local 

NFVO and provides reconfiguration according to specified counteractions decided 

by the NFVO based on VNFDs (e.g., auto-scaling). 

ς SO-SO Resource Advertisement: This block is in charge of exchanging abstract 

resource views (e.g., abstract topologies, computing and storage capabilities) with 

other domains while feeding the 5GT-SO Resource Federation entity that 

consolidates inputs and stores federated resources into the NFVI Resource 

Repository.   

ς NFVI Resource Repository: This repository stores consolidated abstract resource 

views received from the underlying 5GT-MTPs, either from the So-Mtp Southbound 

Interface (SBI) or from the SO-SO Resource Federation block in case of abstract 

resource views received from other SOs/domains through the So-So/East-

Westbound Interface (EBI/WBI). 

ς NS/VNF Instance Repository: This repository stores the instances of VNFs and 

NFV-NSs that have previously been instantiated.  

ς SO Monitoring Service: This block provides the measurement reports for the 5GT-

SO to support 5GT-SO monitoring management including performance monitoring 

and fault management, based on the collected monitoring data provided by the 

5GT-MTP.  

ς Service Monitoring Data Consumer: This block supports the lifecycle management 

of instantiated VNFs/NFV-NSs by collecting measurement reports from the 5GT-SO 
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Monitoring Service and reports data to the NFVO (e.g., to trigger auto-scaling 

actions based on scaling rules in the NSD) and/or to the SLA Manager (e.g., to 

enable SLA on-line verification). Performance reports can be also used to trigger 

healing actions to recover from failures or service degradations. The aim is to adapt 

deployed services or provisioned resources while preventing service degradations 

due to the concurrent usage of resources from different services. 

ς SLA Manager: This block elaborates performance reports from the Service 

Monitoring Data Consumer during the service lifecycle and assures that the agreed 

SLAs are continuously satisfied through on-line SLA verification. In the event a 

requested SLA is not met, the SLA Manager may trigger scaling actions to prevent 

or recover from SLA violations.  

Those functionalities are supposed to interwork together towards the support of a 

number of operations. Such operations are described below and are the basis for the 

identification of relevant workflows that are described in the Section 5.  

1. Detection of other SOs for federation  

This operation is a prerequisite to achieve federation; that is, 5GT-SO shall be made 

aware of the existence of other SOs, and thus become part of the service ecosystem. 

Indeed, as 5GT-SO is aware of other SOs, it is able to (i) exchange resource/service 

capabilities with neighboring SOs, and (ii) cooperate to accomplish service 

deployments across administrative domains. The detection of neighboring SOs can be 

the result of either a static (i.e., manual pre-configuration) or automatic mechanisms 

(i.e., auto-discovery). Without loss of generality, the static case is firstly considered in 

5G-TRANSFORMER. 

2. Resource/Service capabilities advertisement 

With this operation, 5GT-SO becomes aware of the resource and service capabilities of 

SOs in other administrative domains in order to make resource and service 

orchestration decisions. The exchanged capabilities are related both to supported 

VNFs and services (i.e., catalogues) and to topology and other resource-related 

information (e.g., abstract network topology, cloud resource capabilities).   

3. Deployment 

This operation is triggered as a request for a NFV-NS arrives either from the Vertical 

Slicer or from neighbor SOs. The deployment operation is carried out by the 

orchestration engine (i.e., NFV Orchestrator (NFVO)) both at the Network Service level, 

handled by the Network Service Orchestrator (NFVO-NSO), and at the Resource level, 

handled by the Resource Orchestrator (NFVO-RO), according to the ETSI MANO 

guidelines [16]. The deployment operation may involve either 5GT-MTP(s) in the same 

administrative domain of 5GT-SO (single-domain case) or other SOs in different 

administrative domains (federation case). 

4. SLA assurance 

Once a network service is deployed, an assurance phase begins. This phase consists 

of collecting and processing monitoring data during the service lifecycle in order to 

check if the agreed SLAs are continuously met (i.e., on-line SLA verification). The 

assurance phase is carried out by an SLA manager supported by a Service Monitoring 

Data Consumer that collects performance metrics by interacting with the 5GT-SO 
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Monitoring Service. In case SLA parameters are not satisfied and/or 

failures/degradations occur, 5GT-SO may trigger either scaling actions (through the 

NFVO-NSO or SLA Manager) or healing actions, respectively, by means of proper 

resource/service reconfigurations or service lifecycle commands. 

5. Reconfiguration 

Reconfiguration operations can be triggered in case of (i) requested SLA parameters 

are not satisfied (then the SLA Manager or NFVO-NSO trigger scaling actions); (ii) 

failures in, e.g., a VNF (then different resources could be selected to support such 

VNF); (iii) service degradation (then resources should be re-allocated to preserve the 

performance of high-priority services while optimizing the overall resource usage).   

The interfaces to other SOs, 5GT-MTPs and 5GT-VS are described in Section 5.  

4.3 Federation  

Federation is a mechanism for integrating multiple administrative domains at different 

granularity into a unified open platform where the federated resources and services can 

trust each other at a certain degree (see Figure 4). An administrative domain is a 

collection of network services and resources operated by a single organization. The 

administrative domain is viewed as complete entity and its internal structure is hidden 

or unimportant from outside. The resources and services inside the administrative 

domain operate with high degree of mutual trust among themselves, but the interaction 

with other administrative domains - is subject to stringent trustworthiness constraints, 

with a default high level of alert. The federation is formed in order to increase the 

degree of trust among different administrative domains with a goal of better 

interoperability of services and resources. Embodiment of a service/business-level 

agreement or partnership between two administrative domains is a federation of trust 

[59]. 

 

FIGURE 4: FEDERATION AS A DOMAIN UNIFIED BY MUTUAL TRUST (FROM [59]) 

 

4.3.1 Federation Levels 

Each agreement defined between two administrative domains have different terms and 

conditions that both should follow to maintain their partnership or federation 

relationship. A single administrative domain can have multiple different peer-to-peer 

agreements with other administrative domains. Each agreement, according to agreed 

terms and conditions, can belong to a different category of federation relationship or 

different federation level. The federation levels indicate the mutual degree of trust 
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among administrative domains and they can be defined as bronze, silver, gold, 

platinum, etc. In that sense, if an administrative domain has low-level of trust or 

intentions to share only limited resources and/or services with other administrative 

domain, both would agree to terms and conditions of a bronze federation level. On the 

contrary, if two administrative domains establish high degree of mutual trust and share 

more transparent view on their resources and/or services, the federation would belong 

to a platinum federation level. For higher federation levels, significantly broader options 

and specific information parameters about resources and/or services are exchanged 

between the administrative domains. For the lower levels, the offering of resources 

and/or services is limited and information for parameters is more abstract and 

descriptive. How these levels should be achieved and to what extent is for further 

study. However, throughout the document we would refer to the federation levels 

mentioned in this section such as bronze, silver, gold and platinum, referring from low 

trust levels (high abstractions or hiding lot of details) to higher trust levels (lower 

abstractions or revealing more details).  

4.3.2 Federation in 5G-TRANSFORMER 

In 5G-TRANSFORMER, the federation assumes already established business level 

and service level agreements. It is assumed that the complete relationship between 

external administrative domains are already defined. The federation levels are taken 

into account and the scope is on the technical level.  

From an architectural perspective, the federation in 5G-TRANSFORMER occurs only 

on the service orchestrator level. More precisely all external connections are 

established by the 5GT-SO via EBI/WBI.  

Once all business agreements are settled by administrative domains that implement 

the 5G-TRANSFORMER system, the federation itself is implemented as two categories 

of services: NFV-NSaaS and NFVIaaS.  

Network Service as a Service (NFV-NSaaS) represents the technical part of federation 

of services (NFV network services).  

NFVI as a Service (NFVIaaS) represents the technical part of federation of resources.  

In the next sections, both the NFV-NSaaS and NFVIaaS are examined in detail.  

4.3.3 Service Federation 

Service federation is the overall process of establishing, using or providing NFV 

network services by an administrative domain from/to other (peering/partner) 

administrative domain. The administrative domain that requests service is referred as 

consumer domain while the peering administrative domain capable of providing service 

is a provider domain. The service federation is the combination of establishing 

business/service level agreements among the administrative domains and 

requesting/providing NFV network service defined as NFV-NSaaS. The first phase is 

already explained in the introduction section and it is required for enabling NFV-NSaaS. 

The details about the business/service agreements are out of scope of 5G-

TRANSFORMER. The details of NFV-NSaaS are the scope of this section. Sub-section 

4.3.3.1 focuses on the ETSI GS NFV-IFA 028 [26] solution for multi-domain 

orchestration. The rest of the sections are focusing on the federation of services in 5G-

TRANSFORMER, specifically on the 5GT-SO. 
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4.3.3.1 NFVO Multi-domain orchestration 

The use case of offering NFV-NS to other administrative domains is covered in ETSI 

GS NFV-IFA 028 [26]. In the reference document, it is described how composite NFV-

NS can span onto separate administrative domains can be achieved. NFVO Multi-

domain orchestration of NFV-NSs is done upon decomposition of NFV-NS received 

from the 5GT-VS by the 5GT-SO NFVO. The result of decomposing a NFV-NS is a 

single or set of multiple nested NFV-NS. The decomposition of the requested NFV-NS 

is for further study. However, a single nested NFV-NS can be instantiated on a different 

administrative domain as a federated NFV-NS and together with the constituent nested 

NFV-NSs form the requested composite NFV-NS. According to ETSI GS NFV-IFA 028 

architectural approach [26], the NFVO Multi-domain orchestration of NFV-NSscan be 

established using Or-Or interface between the NFVO belonging to a consumer domain 

and the NFVO belonging to a provider domain. The consumer NFVO is requesting 

NFV-NS to the provider NFVO. Once the NFV--NS is instantiated, the consumer NFVO 

can request LCM operations to the provider NFVO. However, the provider domain is 

responsible for all NFVO functionalities and Lifecycle Management (LCM) operations 

over the established NFV-NS. The consumer NFVO is not aware of the resources and 

VNFs that are part of the provider NFVO. 

4.3.3.2 Catalogue of services 

The catalogue of services can be formed dynamically or in a static approach. The 

dynamic approach is when each administrative domain (5GT-SO) locally forms a list of 

NFV-NSs that can provide as federated NFV-NS to other peering administrative 

domains, based on the capabilities and on-boarded NSDs. The formed list is 

broadcasted to the peering administrative domains and stored in their Catalogue DB. 

Note that, at this point, the network of peering administrative domains is assumed to be 

already established (section 6.2.2). Optionally, the catalogue list can be dynamically 

extended due to on-boarding of a new NSDs or by a request from peering 5GT-SOs 

(other administrative domains). The dynamic approach is intended for further study. 

The static approach is simpler. Each administrative domain implementing the 5G 

TRANSFORMER system estimates its capabilities and conducts a list of possible 

services that it can offer as provider of NFV-NSaaS to other partnering administrative 

domains. This list of services is later negotiated (e.g. on business meetings) with each 

partner and depending on the federation level and business/service level agreements, 

it is reduced or extended. The final and agreed modifications of the list of services 

represent catalogue of (offered) services that are delivered to the specific partnering 

administrative domain. The partnering administrative domain receives the catalogue of 

services and stores it in the NFV-NS/VNF Catalogue Database of the 5GT-SO. All 

available services that can be consumed from external partnering administrative 

domains are stored in this database. In this case the catalogue would contain more 

generic NFV-NS (e.g. firewalling, domain name service, collision avoidance in 

automotive case, etc.). 

4.3.3.3 NFV-NSaaS in 5GT-SO 

Federation of services in 5GT-SO is realized with a similar approach as in ETSI GS 

NFV-IFA 028 [26]. The 5GT-SO NFVO-NSO is the enabling point of NFV-NSaaS for 

consuming or providing external (federated) NFV network services. The 5GT-SO 

NFVO-NSO can simultaneously consume and provide the NFV-NSaaS. The external 
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connection between 5GT-SO NFVO-NSOs (belonging to different administrative 

domains) is realized by using reference points of the EBI/WBI (Section 4.6): So-So-

LCM, So-So-MON and So-So-MON.  

The 5GT-SO receives a request for instantiation composite NFV-NS from 5GT-VS. The 

5GT-SO NFVO-NSO first makes decomposition of the requested NFV-NS into several 

segments or several nested NFV-NSs. The decomposition of the services is for further 

study. The 5GT-SO NFVO-NSO can decide one (or more) of the decomposed NFV-

NSs to be consumed through NFV-NSaaS or in other words to use federated NFV-NS. 

The reasons can be various such as: lack of resources provided by the local 5GT-MTP, 

different target location that is not supported by the administrative footprint, extension 

of services, etc.  

Upon the decision for consuming NFV-NSaaS, the 5GT-SO NFVO-NSO would query 

peering administrative domain for availability of providing the requested nested NFV-

NS. Note that the information of availability is previously stored in the local Catalogue 

Database (DB) and the network connections to peering 5GT-SOs are already 

established. Optionally, the consumer 5GT-SO can provide an NSD to the peering 

(provider) 5GT-SO for the requested NFV-NS for federation (e.g. for more specific 

deployment flavor). This optional case is for further study. 

The workflow of establishing an NFV-NSaaS or service federation is covered in Section 

5.6.   

As in ETSI GS NFV-IFA 028 [26], the consumer 5GT-SO NFVO-NSO is not aware of 

the resources and VNFs that the provider 5GT-SO NFVO-NSO is using to provide the 

NFV network service. The consumer 5GT-SO NFVO-NSO is using the So-So-LCM to 

send requests for lifecycle operations of the provided NFV network service. The 

lifecycle operations are performed by the provider 5GT-SO NFVO-NSO. The So-So-

MON allows exchange of limited information consisting of performance indicators and 

fault alarms. According to the already negotiated terms and conditions, some 

performance indicators may be hidden from the consumer domain. The 5GT-SO 

NFVO-NSO is using the So-So-CAT reference point to exchange catalogue updates, 

querying for NSDs or on-boarding MEC AppDs.  

4.3.4 Resource Federation  

Resource federation is the overall process of establishing and using NFVI resources by 

a consumer domain from a provider domain. The resource federation process is divided 

between establishing business/service level agreements and providing/consuming 

NFVI resources. As in the service federation, the business/service level agreement part 

is out of scope. Requesting/providing NFVI resources is defined as NFVI as a Service 

(NFVIaaS). The usage of the NFVI resources is limited to the agreed terms and 

conditions. The reasons for using federation of resources are covered in section 

4.3.4.1. There are multiple options of how the federation of NFVI resources can be 

performed, however the realization of it is covered in section 4.3.4.2. The whole 

process of NFVIaaS includes two phases: 1) advertising phase and 2) allocation and 

management of federated resources. The advertisement phase is covered in section 

4.3.4.3 and the allocation and management of federated resources is covered in 

4.3.4.4.  
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4.3.4.1 Motivation 

The 5GT-SO would consume NFVIaaS for similar reasons as in the case of NFV-

NSaaS, however with significant difference. As in the case of NFV-NSaaS the 5GT-SO 

may lack of resources or has a need to extend the footprint. However, in the case of 

NFVIaaS, the consumer 5GT-SO is in charge of managing the consumed resources. It 

is important to note that the exposure of parameters or detail information about 

consumed resources, depends on the federation level established between SOs. The 

federated resources would be abstracted to a certain level by the provider 5GT-SO. 

The consumer 5GT-SO can include the federated resources in deploying NFV NSs or 

VNFs by combining them with local resources (belonging to local 5GT-MTP). 

4.3.4.2 Single logical point of contact  for federation (SLPOC-F) 

The use case of offering NFVIaaS to external administrative domains is covered in 

ETSI GS NFV-IFA 028 [26]. In this document, multiple options are provided for 

realization of the NFVIaaS. The closest option to the 5G-TRANSFORMER approach is 

through using single logical point of contact between NFVO belonging to different 

administrative domains, in indirect mode. The consumer NFVO can request NFVI 

resources to the provider domain through a single logical point of contact (SLPOC-F) 

via Or-Vi interface (defined in ETSI GS NFV-IFA 005 [17]). The consumer NFVO is in 

charge of managing the lifecycle of the NFVI resources once granted by the provider 

SLPOC-F. In the 5G-TRANSFORMER case, the 5GT-SO NFVO-RO acts like SLPOC-

F. The provider 5GT-SO NFVO-RO is the SLPOC-F and routes lifecycle messages 

received from the consumer 5GT-SO NFVO-RO that manages NFVI resource of the 

provider 5GT-MTP. There is no direct connection between the consumer 5GT-SO 

NFVO-RO and the provider domain 5GT-MTP.  

4.3.4.3 Advertisement phase  

From resource federation perspective, the business/service level agreements define 

only the relationship between two administrative domains. Only the general terms and 

conditions for sharing NFVI resources are defined. Since there is not a closed list of 

resources similar to the catalogue of services, the 5GT-SOs perform advertising phase 

where they exchange information about the NFVI resources that they can offer to other 

potential consumer 5GT-SOs. In this phase all 5GT-SOs have an equal role without 

being consumer or provider. The aim is each 5GT-SO to broadcast its potential for 

providing NFVIaaS to the peering 5GT-SOs and as well to discover back the potential 

capabilities of the peering 5GT-SOs, in case there is a need to consume NFVIaaS from 

the peering 5GT-SOs. The advertisement phase consists of two local operations and 

an outbound/inbound exchange of information: 

¶ Calculating available resources ï local operation performed by each 5GT-SO 

NFVO-RO. Extracting information from NFVI Database and performing the 

calculations of available NFVI resources. 

¶ Generating resource abstractions ï local operation performed by each SO 

NFVO-RO. The abstractions are generated according to federation levels, 

specified service level agreements, etc. 

¶ Exchanging abstractions with peering 5GT-SOs ï performed by SO-SO 

Resource Abstractions via the So-So-RAM reference point of the EBI/WBI. The 

exchange of information occurs in both directions. The generated resource 
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abstractions from the ñGeneration resource abstractionsò operation are 

broadcasted in outbound direction to the peering 5GT-SOs. In inbound 

direction, the received abstractions from the peering 5GT-SOs are stored in the 

local database or NFVI Resource Repository.  

The advertising phase occurs periodically or event-based. Upon NFV network service 

creation, modification (scaling up) performed by the 5GT-SO that directly changes the 

state of the available NFVI resources provided by the local 5GT-MTP, the 

advertisement phase should be repeated.  

4.3.4.4 Allocation and management of federated resources 

The 5GT-SO NFVO-RO SO-SO Resource Federation is responsible for deciding if 

there is a need for requesting external NFVI resources based on the calculations for 

available local 5GT-MTP resource abstractions in the NFVI Resource Repository. The 

decision can be affected by a requirement from the 5GT-SO NFVO-NSO. For example, 

a service may require footprint on a NFVI-PoP that does not belong to the local 5GT-

MTP. 

Establishing NFVIaaS or resource federation workflow is explained in section 5.7 of this 

document. 

Once the federated NFVI resources are managed by a consumer 5GT-SO NFVO-RO, 

two reference points from the EBI/WBI are used. The So-So-RM is used for performing 

lifecycle management operations. The limitations of the operations directly depend of 

the federation level established with the provider domain. The So-So-RMM reference 

point is used for receiving monitoring information of the federated resources. The 

monitoring information (performance parameters and fault alarms) is limited and 

directly depending on the federation level.  

4.4 5GT-SO NBI 

The sequel briefly introduces the design of the 5GT-SOôs northbound interface (NBI); 

additional details can be found in [12]. The NBI enables the interaction between the 

5GT-VS and the local 5GT-SO, which is based on the following three reference points 

(see Figure 5): 

¶ Vs-So(-Life Cycle Management) is used for the operation of NFV network 

services. It offers primitives to instantiate, terminate, query, update or re-

configure network services or receive notifications about their lifecycle; 

¶ Vs-So(-MONitoring) is used for the monitoring of network services and VNFs 

through queries or subscriptions/notifications about performance metrics, VNF 

indicators and network services or VNFs failures; 

¶ Vs-So(-Catalogue) is used for the management of Network Service Descriptors 

(NSDs), VNF packages, including their VNF Descriptors (VNFDs), and MEC 

Application Packages, including their Application Descriptors (AppDs). This 

reference point offers primitives for on-boarding, removal, updates, queries and 

enabling/disabling of descriptors and packages. 
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FIGURE 5: REFERENCE POINTS BETWEEN 5GT-VS AND 5GT-SO 

The implementation of the 5GT-SO NBI is mostly based on ETSI GS NFV-IFA 013 

specification [23], which defines the NBI of an NFVO. However, the 5GT-SO NBI 

implements further methods to allow the 5GT-SO to handle Network Services extended 

to include also MEC Applications. In terms of interfaces, this has an impact mostly on 

the management of the catalogues and on the queries of the NFV-NS instances, where 

both of them should support the information related to the MEC applications. In 

particular: 

¶ The Vs-So(-LCM) reference point is implemented through the ETSI GS NFV-

IFA 013 [23] NFV-NS Lifecycle Management Interface. This interface provides 

messages for creation and deletion of network service identifiers as well as 

instantiation, scaling, update, querying and termination of a network service 

instance; 

¶ The Vs-So(-MON) reference point is implemented through the ETSI GS NFV-

IFA 013 [23] NFV-NS Performance Management Interface and the ETSI GS 

NFV-IFA 013 [23] NFV-NS Fault Management Interface. The Performance 

Management Interface provides messages for creating, deleting and querying 

Performance Monitoring jobs (PMON jobs) as well as subscriptions and 

notifications to receive monitoring reports. The Fault Management Interface 

provides subscriptions, notifications and queries about alarms related to 

network services and VNFs; 

¶ The Vs-So(-CAT) reference point is implemented through the ETSI GS NFV-IFA 

013 [23] NSD Management Interface, the ETSI GS NFV-IFA 013 [23] VNF 

Package Management Interface and the ETSI MEC 10-2 Application Package 

Management Interface [27], where the 5GT-SO implements the role of the 

Mobile Edge Orchestrator (MEO). Each of them provides mechanisms to on-

board, enable, disable, update, delete and query NSDs (ETSI GS NFV-IFA 013 

[23]), PNFDs (ETSI GS NFV-IFA 013 [23]), VNF Packages (ETSI GS NFV-IFA 

013 [23]) and MEC Application Packages (MEC 10-2), as well as subscriptions 

and notifications to notify new on-boarding actions or changes in existing 

descriptors. 

NSD and VNF packages follow the information models defined in the ETSI GS NFV-

IFA 014 [24] and ETSI GS NFV-IFA 011 [22] respectively, while the AppD follows the 

information model defined in ETSI MEC 10-2. However, in 5G-TRANSFORMER, the 

NSD is extended to include references to the AppDs, as shown in Figure 6 and Figure 

7. Moreover, in order to specify the geographical location where the NFV network 

service should be placed, the instantiation request in the ETSI GS NFV-IFA 013 is 
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extended with an additional ñlocation constraintò attribute in the definition of the Service 

Access Points that connects the network service instance to the external networks.   

 

FIGURE 6: NSD EXTENDED WITH APPD REFERENCES 

 

 

FIGURE 7: NSD AND APPD INFORMATION MODELS 

4.5 5GT-SO SBI  

We next summarize the design of the 5GT-SOôs southbound interface (SBI); additional 

details can be found in [11]. The SBI addresses the interworking between the 5GT-SO 

and 5GT-MTP building blocks of the 5G-TRANSFORMER architecture [11]. It is worth 

mentioning that 5GT-SO and 5GT-MTP may follow a 1:N relationship. That is, a single 

5GT-SO may interact via multiple SBI instances towards N 5GT-MTPs which handle 

the configuration and programmability of a number of domains including heterogeneous 

virtualized resources for compute, storage and networking. In the following we are also 

assuming that a 5GT-MTP is managed by a single 5GT-SO. Besides managing the 

utilization (i.e., de/allocation) of the virtualized resources, the 5GT-SO SBI also 
























































































































































































