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Abstract 

This deliverable provides the first version of the Mobile Transport and Computing 

Platform (5GT-MTP) design. The deliverable addresses the following aspects of the 

5GT-MTP, namely: the internal architecture of the 5GT-MTP; the 5GT-MTP northbound 

interface abstraction towards the service orchestrator (5GT-SO); the workflows 

between the 5GT-SO and the 5GT-MTP as well as workflows among the various 

components of the 5GT-MTP; and the mapping of the 5G-TRANSFORMER use cases 

to the 5GT-MTP.   
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Executive Summary and Key Contributions 
The 5G-TRANSFORMER project aims to transform todayôs rigid mobile transport 

networks into an SDN/NFV-based Mobile Transport and Computing Platform (5GT-

MTP), that brings the ñNetwork Slicingò paradigm into mobile transport networks by 

provisioning and managing slices tailored to the specific needs of vertical industries. 

The primary responsibilities of the 5GT-MTP are two-fold. First is the coupling of radio, 

transport, storage and computational resources required by the vertical services; and 

second is providing an abstracted view of the resources, to the service orchestrator 

(5GT-SO) thus hiding the complexity of the specific underlying technologies. Hence the 

current architecture of NFV MANO with the related interfaces must be reviewed to deal 

with the challenges of the 5GT-MTP. 

This deliverable provides the first version of the 5GT-MTP design. The deliverable 

addresses the following aspects of the 5GT-MTP, namely: the internal architecture of 

the 5G-MTP; the 5G-MTP Northbound Interface (NBI) abstraction towards the Service 

Orchestrator (5GT-SO); the workflows between the 5GT-SO and the 5GT-MTP as well 

as workflows among the various components of the 5GT-MTP; and the mapping of the 

5G-TRANSFORMER use cases to the 5GT-MTP. The following highlights the key 

achievements in this deliverable: 

¶ A comprehensive description of the 5GT-MTP system architecture including 

Physical Network Functions (PNFs), Virtual Network Functions (VNFs), Virtual 

Infrastructure Manager (VIM), Wide area network Infrastructure Manager (WIM), 

and 5GT-MTP Single Logical Point of Contact for resource orchestration (5GT-

MTP NFVO-RO SLPOC). 

¶ A detailed description of the 5GT-MTP workflows associated with the following 

lifecycle events: instantiating a non-nested network service, modifying a non-

nested network service, terminating a non-nested network service, VNF 

instantiation, VNF termination and monitoring of virtual resources. 

¶ An exhaustive characterization of the 5GT-MTP technical requirements at 

different stages of the service lifecycle, i.e. service discovery, assurance, 

fulfilment and decommissioning. 

¶ An in-depth description of the 5GT-MTP NBI towards the 5GT-SO specifying the 

abstraction of resources exposed by 5GT-MTP NFVO-RO SLPOC. 

¶ A detailed mapping of the vertical use cases (i.e. automotive, entertainment, e-

Health, e-Industry and MNO/MVNO) to the 5GT-MTP. Particularly, each use 

case describes the resource abstraction exposed by the 5GT-MTP to the 5GT-

SO.  

¶ An analysis of the 5GT-MTP innovations beyond the state-of-the-art, namely the 

integration of a MEC platform, the ability to compose a connectivity service and 

expose it to the 5GT-SO, and the decoupling of the VIM from the NFVO and 

VNFM.  

¶ Baseline examples of the YANG information modelling for the following 

components: logical link (i.e., a physical path connecting two physical node 

interfaces), computational resources, and storage resources.  

Future work is anticipated to expand and refine these results by filling gaps identified, 

such as: the definition of data models for the abstracted resources, the specification of 

resource orchestration algorithms and the extension of standard interfaces to support 

the 5GT-MTP and 5GT-SO interaction. 
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1 Introduction 
In contrast to previous mobile communication technologies, 5G promises to support a 

variety of vertical use casesô requirements rather than merely providing a general-

purpose albeit high-capacity pipe. 5G-TRANSFORMER replaces the rigid ñone-size-

fits-allò deployments with a customizable SDN/NFV-based 5G Mobile Transport and 

Computing Platform (5GT-MTP) capable of simultaneously supporting a diverse range 

of networking and computing requirements specific to the vertical industries, i.e. vertical 

slicing. The 5GT-MTP is an integral part of the 5G-TRANSFORMER architecture and 

hosts the physical and/or virtual mobile transport network and computing infrastructure 

within which vertical services are deployed. 

Against this backdrop, the objective of this deliverable is to provide the first version of 

the 5GT-MTP design developed over the first ten-month period of the project since 

kick-off in June 2017. The deliverable addresses the following aspects of the 5GT-MTP, 

namely: the internal architecture of the 5GT-MTP; the 5GT-MTP northbound interface 

abstraction towards the service orchestrator (5GT-SO); the workflows between the 

5GT-SO and the 5GT-MTP as well as workflows among the various components of the 

5GT-MTP; and the mapping of the 5G-TRANSFORMER use cases to the 5GT-MTP. 

The deliverable is structured as follows. 

Section 2 presents a high-level description of the 5G-TRANSFORMER system 

architecture highlighting the following key building blocks: The Vertical Slicer (5GT-VS), 

the Service Orchestrator (5GT-SO) and the Mobile Transport and Computing Platform 

(5GT-MTP).  

Section 3 describes the technical requirements of the 5GT-MTP at different stages of 

the service lifecycle. 

Section 4 describes the 5GT-MTP system architecture and identifies the core 

components, namely: Physical Network Functions (PNFs), Virtual Network Functions 

(VNFs), Virtual Infrastructure Manager (VIM), Wide area network Infrastructure 

Manager (WIM), VNF Managers (VNFMs) and NFV Orchestrator (NFVO) Resource 

Orchestrator (NFVO-RO) and Single Logical Point of Contact (SLPOC). Section 4 also 

defines 5GT-SO-5GT-MTP reference points and provides a detailed description of the 

resource abstraction exposed via the 5GT-MTP NFVO-RO SLPOC. Finally, Section 4 

presents the 5GT-MTP innovations beyond the state-of-the-art and examples of the 

YANG information modelling for computational and storage resources.  

Section 5 presents the 5GT-MTP workflow descriptions associated with the following 

lifecycle events: instantiating a non-nested network service, modifying a non-nested 

network service, terminating a non-nested network service, VNF instantiation, VNF 

termination and monitoring of virtual resources. 

Section 6 presents a mapping of the vertical use cases to the 5GT-MTP. Particularly, 

each use case describes the resource abstraction exposed by the 5GT-MTP to the 

5GT-SO. 

Finally, in Section 7, a conclusion is presented to summarize the findings of this 

deliverable, as well as setting the prospects for future work. 

In order to keep the main body of the document as short as possible, several annexes 

are included at the end, containing additional information and results. 
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2 5G-TRANSFORMER System Overview  
To describe the 5GT-MTP within its context, we present in this section a summary1 of 

the system architecture described in [1]. Relevant reference architectures for the 5G-

TRANSFORMER system architecture are presented in Annex II. 

The 5G-TRANSFORMER project explores how the network can better serve the needs 

of 5G-TRANSFORMER customers (i.e., vertical industries and M(V)NOs) by offering 

the abstraction, flexibility, and dynamic management capabilities they require. In terms 

of notation, it is important to differentiate between (vertical) service, i.e., that is 

requested by the customer of the 5G-TRANSFORMER system, from the underlying 

network service deployed to fulfill the requirements of the vertical. An example of the 

former is a car manufacturer requesting the deployment of an automotive intersection 

collision avoidance service. The latter will be deployed in the form of an NFV network 

service, in general. 

The key architectural concept to support such adaptation to the needs of verticals and 

M(V)NOs is network slicing. The term network slice aligns network functionality to 

business needs [48], since it allows customers to request not just functions, but also 

business objectives (e.g., quality of service, security, etc.), as a sort of intent. The 

scope of a slice may be a single customer facing service (using TM Forum terminology 

[49]) or a group of such services. The system will also allow infrastructure providers to 

share the 5G mobile transport and computing infrastructure efficiently among verticals 

and M(V)NOs, hence enhancing 5G-TRANSFORMER provider network usage 

efficiency. In terms of deployment, network slices can be implemented by means of 

ETSI NFV network services. 

The architecture is conceived to support multiple combinations of stakeholders by 

introducing open Application Programming Interfaces (API) among components [1]. 

Through these APIs, the system hides unnecessary details from the verticals, allowing 

them to focus on the definition of the services and the required Service Level 

Agreements (SLAs). As for interfaces, particularly relevant for the goals of the project 

are east-westbound interfaces, which enable service and resource federation across 

different administrative domains, allowing 5G-TRANSFORMER service providers to 

enhance their service offerings to their customers by peering with other providers. 

We envision a system of three major components: vertical slicer (5GT-VS), service 

orchestrator (5GT-SO) and mobile transport and computing platform (5GT-MTP), see 

Figure 1. The 5GT-VS is the entry point for the vertical requesting a service and it 

handles the association of these services with slices as well as network slice 

management. The 5GT-SO is responsible for end-to-end orchestration of services 

across multiple domains and for aggregating local and federated (i.e., from peer 

domains) resources and services and exposing them to the 5GT-VS in a unified way. 

Finally, the 5GT-MTP provides and manages the virtual and physical IT and network 

resources on which service components are eventually deployed. It also decides on the 

abstraction level offered to the 5GT-SO. 

                                                   
1
 This is text common to [3][4], and this document. 
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FIGURE 1: 5G-TRANSFORMER SYSTEM ARCHITECTURE 

2.1 Vertical Slicer (5GT-VS) 

The 5GT-VS is the common entry point for all verticals into the 5G-TRANSFORMER 

system. It is part of the operating and business support systems (OSS/BSS) of the 5G-

TRANSFORMER service provider (TSP) [1]. Vertical services are offered through a 

high-level interface at the 5GT-VS northbound that is designed to allow verticals to 

focus on the service logic and requirements, without caring on how they are eventually 

deployed at the resource level. This latter issue would be up to TSP. Therefore, vertical 

services, will use those services offered by the TSP. In fact, the 5GT-VS offers a 

catalogue of vertical service blueprints, based on which the vertical service requests 

are generated by the vertical. The role of the 5GT-VS is to trigger the actions allowing 

the 5G-TRANSFORMER system to fulfil the requirements of a given incoming service 

request. After the appropriate translation between service requirements and slice-

related requirements by the VSD/NSD Translator and Arbitrator, corresponding to the 

Communication Service Management Function (CSMF), as defined in [50], a decision 

is taken on whether the service is included in an already existing slice or a new one is 

created.  

The vertical slicer is the component of the system that is conscious of the business 

needs of the vertical, their SLA requirements, and how they are satisfied by mapping 

them to given slices. Intra-vertical arbitration is also part of the vertical slicer, by which 

intra-vertical contention is resolved to prioritize those services that are more critical, 

according to the agreed SLA. 

The VSI/NSI Coordinator and LC Manager is the core component of the 5GT-VS. It 

contains functionality that can be mapped to that of the Network Slice Management 

Function (NSMF) and Network Slice Subnet Management Function (NSSMF), as 

defined in [50]. More specifically, the NSMF is in charge of lifecycle management of 

network slice instances. All possible combinations between vertical services and 
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network slices exist; that is, a network slice can be shared by different vertical services, 

but a given vertical service may be mapped to multiple network slices as well. In turn, 

network slices may be composed by network slice subnets, which may offer part of the 

functionality required by a given network slice. And network slice subnets may be 

shared by multiple network slices.  

The final result of all this process is a request sent by the 5GT-VS towards the 5GT-SO 

to create or update the NFV network services (NFV-NS) that implement the slices.  

In summary, through this process, the 5GT-VS maps vertical service descriptions and 

instantiation parameters at the vertical application (VA) level into an NFV-NS (existing 

or new) implementing the network slice. In turn, such NFV-NS will be updated or 

created through a network service descriptor (NSD), which is a service graph 

composed of a set of virtual network functions (VNF) chained with each other, and the 

corresponding fine-grained instantiation parameters (e.g., deployment flavor) that are 

sent to the 5GT-SO. Given the operations carried out through it, the VS-SO interface 

(see Figure 1) takes ETSI GS NFV-IFA 013 [42] as basis. 

2.2 Service Orchestrator (5GT-SO) 

The NFV-NS from the 5GT-VS is received by the 5GT-SO through the VS-SO interface. 

The main duty of the 5GT-SO [43] is to provide end-to-end orchestration of the NFV-NS 

across multiple administrative domains by interacting with the local 5GT-MTP (So-Mtp 

reference point) and with the 5GT-SOs of other administrative domains (So-So 

reference point). If needed (e.g., not enough local resources), the 5GT-SO interacts 

with 5GT-SOs of other administrative domains (federation) to take decisions on the 

end-to-end (de)composition of virtual services and their most suitable execution 

environment. Even if a service is deployed across several administrative domains, e.g., 

if roaming is required, a vertical still uses one 5GT-VS to access the system, and so, 

the 5GT-SO hides this federation from the 5GT-VS, and thus, the verticals. 

The 5GT-SO embeds the network service orchestrator (NFV-NSO) and the resource 

orchestrator (NFVO-RO) with functionalities equivalent to those of a regular NFV 

orchestrator and it may be used for single and multi-domains [8].  

Since the network slices handled at the 5GT-VS will in general serve complex end-to-

end services, in the general case, the corresponding network service will be a 

composition of nested NFV-NSs. The lifecycle management of this complex NFV-NS is 

the role of the NFV-NSO.  

In case a network service is requested that must be distributed across multiple 

domains, the 5GT-SO receiving the request becomes the parent NFV-NSO and sends 

ETSI GS NFV-IFA 013 [42] requests for each of the constituent NFV-NSs to other NFV-

NSOs. Therefore, a hierarchy of NFVO-NSOs is established. The child NFVO-NSOs 

may belong to the same 5GT-SO that received the request from the 5GT-VS or to a 

peer 5GT-SO, which, in turn, may establish an additional hierarchy, which is 

transparent for the parent NFVO-NSO. The child NFVO-NSO belonging to the same 

5GT-SO would be in charge of the lifecycle management of the constituent service that 

is eventually deployed over the local 5GT-MTP, i.e., the 5G-MTP with which the 5GT-

SO has a direct relationship through the So-Mtp interface. When a child NFVO-NSO 

belongs to a different domain, there is service federation. 
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Eventually, a resource-related request is generated towards the underlying NFVO-RO 

to assign virtual resources towards the deployment of the (constituent) NFV-NS. The 

NFVO-RO functionality of the 5GT-SO handles resources coming from the local 5GT-

MTP (real or abstracted) and from the 5GT-SOs of other administrative domains 

(abstracted). The NFVO-RO will decide on the placement of the Virtual Network 

Functions (VNF) of the NFV-NS based on the information available in the NFVI 

resources repository and the NFV instances repository. Most likely, the information 

available in these repositories will be more detailed when coming from the local 5GT-

MTP than from a federated domain. 

As for the NFV infrastructure as a service (NFVIaaS) use case, the 5GT-VS will request 

the 5GT-SO for a set of virtual resources, as opposed to a complete E2E NFV-NS as 

before. Therefore, this request is directly handled by the NFVO-RO, which is in charge 

of allocating resources either from the local 5GT-MTP or from a peer 5GT-SO. The 

latter option corresponds to resource federation. In this case, the request from the local 

NFVO-RO will reach the NFVO-RO of the peering domain. In all cases, the interaction 

between NFVO-ROs is based on ETSI GS NFV-IFA 005 [24]. This also includes the 

interface with the 5GT-MTP, where an additional NFVO-RO lower in the hierarchy is 

embedded, as explained below. 

Notice that the NFVI resources handled by the NFVO of the 5GT-SO based on which 

decisions are taken will have a higher or lower abstraction level depending on the 

policies applied in this respect by the 5GT-MTP and the peering 5GT-SO. In general, 

the NFVO-RO of the local 5GT-SO will take coarse-grained decisions and the 5GT-

MTP and peer 5GT-SO will take finer-grained ones, since they are closer to the actual 

resources. 

The 5GT-SO also embeds the Virtual Network Function Managers (VNFM) to manage 

the lifecycle of the VNFs composing the NFV-NS. ETSI GS NFV-IFA 006-based 

interfaces [44] will be used to allow the VNFM interacting with the NFVO-RO Single 

Logical Point of Contact (SLPOC) entity in the 5GT-MTP, as well as peer SOs for 

resource allocation requests involving the VNFs under its control. For managing the 

VNF instances, ETSI GS NFV-IFA 008-based interfaces [45] will be used to allow the 

VNFM to directly configure the VNF instances running in the 5GT-MTP. 

2.3 Mobile Transport and Computing Platform (5GT-MTP) 

The 5GT-MTP [46] is responsible for orchestration of resources and the instantiation of 

VNFs over the infrastructure under its control, as well as managing the underlying 

physical mobile transport network, computing and storage infrastructure. In general, 

there will be multiple technology domains (TD) inside a 5GT-MTP (e.g., data centres, 

mobile network, wide area network). The 5GT-MTP NFVO-RO acts as end-to-end 

resource orchestrator across the various technology domains of the 5GT-MTP. The 

computing and storage infrastructure may be deployed in central data centres as well 

as distributed ones placed closer to the network edge, as in MEC [37]. Therefore, the 

5GT-MTP is in charge of managing the virtual resources on top of which the NFV-NSs 

are deployed. 

In terms of resource orchestration, the NFVO-RO acts as single entry point, i.e., single 

logical point of contact (SLPOC) in ETSI GS NFV-IFA 028 [47] terminology, for any 

resource allocation request coming from the SO. The So-Mtp interface is based on 

ETSI GS NFV-IFA 005 [24]and ETSI GS NFV-IFA 006 [44]. The former allows the 
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NFVO-RO of the 5GT-SO to request resource allocations to the NFVO-RO of the 5GT-

MTP, whilst the latter allows the VNFM of the 5GT-SO to request resource allocations 

for the VNF under its control.  

In terms of managing VNF instances, the So-Mtp interface also consists of ETSI GS 

NFV-IFA 008-based interfaces [45] to allow the VNFM of the 5GT-SO to directly 

configure the VNF instances running in the 5GT-MTP.  

Depending on the use case, the 5GT-MTP may offer different levels of resource 

abstraction to the 5GT-SO. However, the 5GT-MTP NFVO-RO has full visibility of the 

resources under the control of the Virtual Infrastructure Managers (VIM) managing 

each technology domain, since they belong to the same administrative domain. ETSI 

GS NFV-IFA 005-based interfaces [24]are deployed between the 5GT-MTP NFVO-RO 

and the 5GT-MTP VIMs. Therefore, when receiving a resource allocation request from 

the 5GT-SO, the 5GT-MTP NFVO-RO generates the corresponding request to the 

relevant entities (e.g., VIM or WAN Infrastructure Manager (WIM)), each of them 

providing part of the virtual resources needed to deploy the VNFs and/or configure the 

relevant parameters of the PNFs that form the NFV-NS. As a special case, a resource 

request may be translated into an ETSI GS NFV-IFA 013-based NFV-NS request [42] 

towards a mobile network technology domain [8]. This option is offered to hide the 

complexity of the mobile network to the rest of the system whilst keeping the required 

flexibility inside the mobile domain (e.g., to decide on the most appropriate functional 

split). Therefore, a full ETSI MANO stack is represented in technology domain 1-2 (see 

Figure 1) even if the focus of the 5GT-MTP is handling virtual resources and not NFV-

NSs. In any case, this NFV-NS is hidden to the 5GT-SO, since it is abstracted as a 

virtual link. 

2.4 Monitoring Architecture 

In the 5G-TRANSFORMER framework, each architectural component (i.e. 5GT-VS, 

5GT-SO, 5GT-MTP) includes a monitoring service able to provide performance metrics 

and failure reports targeting the logical entities managed by each component. Following 

this approach, the 5GT-MTP monitoring service will produce monitoring data about the 

local physical and virtual resources, the 5GT-SO monitoring service will produce 

monitoring data about the managed VNFs and NFV network services, while the 5GT-

VS monitoring service will produce monitoring data about network slices and vertical 

services. This hierarchy of monitoring services is shown in Figure 2, where the arrows 

indicate a consumer-provider interaction. In particular, the 5GT-SO monitoring service 

can be a consumer of the monitoring service provided by the underlying 5GT-MTP or 

by a federated 5GT-SO, while the 5GT-VS can be a consumer of the monitoring service 

provided by the local 5GT-SO. 

The monitoring data generated at each layer can be used to feed internal decisions 

within each architectural component or to serve external consumers of monitoring data. 

For example, the 5GT-SO monitoring service can elaborate performance metrics about 

an NFV network service, and these metrics can be used by the 5GT-SO to take scaling 

decisions for the involved VNFs. On the other hand, the performance metrics computed 

at the 5GT-SO monitoring service can be provided to the 5GT-VS monitoring service 

for further elaboration. When metrics and alerts are exchanged between two monitoring 

services, the level of visibility and disclosure of monitoring information should be 

regulated based on authorization policies and business agreements, in particularly 
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when monitoring data that belongs to different administrative entities. This may be the 

case, for example, between the 5GT-MTP and the 5GT-SO monitoring services when 

they are handled by different actors or between the monitoring services of federated 

5GT-SOs.  

 

FIGURE 2: HIERARCHY OF MONITORING SERVICES IN 5G-TRANSFORMER 

ARCHITECTURE 

It is important to highlight that the 5G-TRANSFORMER architecture does not impose 

any constraint on the monitoring platform implementation, but defines just the expected 

behavior of the service and the external APIs that each monitoring platform should 

expose to the consumers of its monitoring data. This means that each actor may 

implement its own specific monitoring platform and in case of overlapping roles, like in 

the 5GT-VS and 5GT-SO case where they are owned and managed by the same 

administrative entity, a single monitoring platform may be deployed for both of them. 
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3 Requirements on the 5GT-MTP 
Technical requirements on the overall 5G-TRANSFORMER system have been defined 

in [1]. The requirements covered in [1] focus on properties related to vertical services 

and relevant use cases. General requirements related to the overall system are 

described in [2]. In this section, we define functional requirements specific to 5GT-MTP. 

The notation used to refer to the different requirements is described in Section 11 

(Annex III). 

The 5GT-MTP is involved in the service lifecycle at different stages. Thus, different 

requirements can be considered according to each stage, namely (1) Discovery, (2) 

Fulfilment, (3) Assurance, and (4) Decommissioning. 

3.1 Discovery 

During the discovery phase, the 5GT-MTP exposes the underlying infrastructure, 

following the appropriate abstraction levels, to the 5GT-SO. The following requirements 

are identified: 

TABLE 1: REQUIREMENTS ON THE DISCOVERY PHASE 

ID Requirement F/NF 

ReqMTP.Di.01 The 5GT-MTP shall store a catalog of NFVI-PoPs available 

within the 5GT-MTPôs administrative domain, and related 

resources (computing, storage, networking) in addition to 

available PNFs/VNFs. 

F 

ReqMTP.Di.02 The 5GT-MTP must provide the means to expose available 

resources with appropriate abstraction levels to 5GT-SO. 

F 

ReqMTP.Di.03 The 5GT-MTP shall provide the means to expose the 

catalog of PNFs/VNFs to the 5GT-SO 

F 

ReqMTP.Di.04 The 5GT-MTP shall keep up-to-date the catalog of related 

NFVI components 

F 

ReqMTP.Di.06 The 5GT-MTP shall expose the current state of available 

PNFs and should expose the history of states of available 

PNFs. 

F 

ReqMTP.Di.07 The 5GT-MTP shall certify the credentials of entities 

accessing its NFVI catalog.  

F 

ReqMTP.Di.08 The 5GT-MTP shall allow to create several instances of the 

same VNF 

F 

ReqMTP.Di.09 The 5GT-MTP shall store a catalog containing the service 

connection points along with some metadata, such as the 

location, etc.  

F 

ReqMTP.Di.10 The 5GT-MTP shall support to create, retrieve, update, and 

delete VNFDs 

F 

ReqMTP.Di.11 The 5GT-MTP must provide the 5GT-SO with the means to 

send detailed resource allocation requests 

F 
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ReqMTP.Di.12 The 5GT-MTP must provide the 5GT-SO with the means to 

configure VNF instances 

F 

3.2 Fulfilment 

During the service fulfilment phase, the 5GT-SO orchestrates (namely, creates and 

instantiates) network services requested by 5GT-VS, using the infrastructure 

abstraction provided by the 5GT-MTP. From the 5GT-MTP perspective this involves: 

appropriate configuration of the VNFs, Vas and PNFs, and allocation of resources in 

available NFVI-PoPs. 

The following requirements are identified: 

TABLE 2: REQUIREMENTS ON THE FULFILMENT PHASE 

ID Requirement F/NF 

ReqMTP.Fu.01 Depending on the modality of the contracted service, the 

5GT-MTP could be required to offer proper configuration 

and management interfaces to instantiated VNFs or 

requested PNFs. 

F 

ReqMTP.Fu.02 The 5GT-MTP shall allow VNF scaling (up/down/in/out) F 

ReqMTP.Fu.03 The 5GT-MTP shall allow resource scaling (up/down/in/out) F 

ReqMTP.Fu.04 The 5GT-MTP shall provide appropriate isolation and 

access guarantees to available PNFs 

F 

ReqMTP.Fu.06 The 5GT-MTP shall certify the credentials of entities 

accessing its NFVI.  

F 

ReqMTP.Fu.07 The 5GT-MTP shall maintain information regarding the 

mapping between NSD, VNFs/PNFs and allocated 

resources. 

F 

3.3 Assurance 

The 5GT-MTP is responsible for guarantying the performance agreements made with 

the 5GT-SO for orchestrated VNFs and allocated resources in NFVI-PoPs and PNFs, 

including sufficient monitoring information. The following requirements are identified: 

TABLE 3: REQUIREMENTS ON THE ASSURANCE PHASE 

ID Requirement F/NF 

ReqMTP.As.01 The 5GT-MTP must provide the 5GT-SO tools to monitor 

the QoS attained to instantiated VNFs, and allocated PNFs 

and related resources. 

F 

ReqMTP.As.02 The 5GT-MTP shall certify the credentials of entities 

accessing its NFVI monitoring information.  

F 

ReqMTP.As.03 The 5GT-SO should provide isolation and performance 

guarantees among tenants sharing PNFs 

NF 

ReqMTP.As.04 The 5GT-MTP should be fault-tolerant and report failure F 
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events upstream to the 5GT-SO should the 5GT-MTP not 

be able to solve issues. 

ReqMTP.As.05 The 5GT-MTP shall commit to assure performance 

indicators of exposed resources. 

F 

3.4 Decommissioning 

Once a service is decommissioned, the 5GT-MTP shall properly release the used 

resources and terminate the required VNFs as a response to the 5GT-SO termination 

operations. 

The following requirements are identified: 

TABLE 4: REQUIREMENTS ON THE DECOMMISSIONING PHASE 

ID Requirement F/NF 

ReqMTP.De.01 The 5GT-MTP must be able to identify the resources 

allocated to a VNF upon a VNF termination procedure 

F 

ReqMTP.De.02 The 5GT-MTP must be able to identify the monitoring 

mechanisms to be de-activated as a result of a VNF 

termination or resource deallocation 

F 

ReqMTP.De.03 The 5GT-MTP must be able to notify the 5GT-SO about a 

VNFs or resources terminated 

F 

ReqMTP.De.04 The 5GT-MTP must restore the state of available PNFs 

when its allocation is terminated 

F 
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4 5GT-MTP Internal architecture and interfaces  

4.1 5GT-MTP architecture description and main functionalities   

This section describes the system architecture and key building blocks specified as 

guidelines for the development of the 5GT-MTP. The architectural design of the 5GT-

MTP aims at providing a set of functionalities and operations to support the Service 

Orchestrator (through the 5GT-SO-5GT-MTP interface) to achieve efficient utilization of 

different NFVI infrastructure domains, following a NFVI-as-a-Service model. The design 

of the 5GT-MTP architecture is leveraging the works carried out in the 5GPP Phase 1 

projects, 5G-Crosshaul in particular, and standard development organizations such as 

ETSI NFV.  

The 5GT-MTP is responsible for orchestration of virtual resources and the instantiation 

of VNFs or VAs to deploy the network services (requested by the 5GT-SO) over the 

infrastructure under its control, as well as managing the underlying physical mobile 

transport network, computing and storage infrastructure. The architecture of the 5GT-

MTP is depicted in Figure 3. The main building block of the 5GT-MTP is the NFVO-RO 

SLPOC that acts as a single point of contact towards the 5GT-SO providing the suitable 

abstract view and receiving the resource requests. Moreover, within the 5GT-MTP the 

NFVO-RO acts as resource orchestrator to select and configure the transport and radio 

resources compliant with the request from the 5GT-SO. More details are reported 

below. 

 

FIGURE 3: 5GT-MTP ARCHITECTURE 

The computing and storage infrastructure may be deployed in central data centres as 

well as distributed, as in Multi-Access Edge Computing (MEC). Depending on the use 
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case, the 5GT-MTP may offer different levels of resources abstraction to the 5GT-SO 

via the 5GT-MTP resource abstraction component, which in turn forwards the 5GT-SO 

requests to the right entity accordingly (as single point of contact): VIM/WIM, VNFM or 

PNF, or NFVO. The monitoring block is responsible for collecting data from the different 

domains (transport, radio and cloud), monitoring the physical infrastructure and 

providing the needed monitoring information to the 5GT-SO. 

The design of the 5GT-MTP architecture is based on the system architectures defined 

within the H2020 5G-Crosshaul project, which leveraged the standard and reference 

specifications of the SDN and NFV architectures. Specifically, on the data plane, the 

5G-Crosshaul architecture includes two types of nodes: the Crosshaul Forwarding 

Elements (XFEs) responsible for forwarding data traffic, and the Crosshaul Processing 

Units (XPUs), which are in charge of computing operations. The XFEs can also cope 

with different link and physical-layer technologies thanks to the introduction of an 

innovative common framing to transport both backhaul and fronthaul traffic. XPUs 

instead can host VNFs and support C-RAN related operations. The main component of 

the 5G-Crosshaul control plane is the Crosshaul Control Infrastructure (XCI), which 

integrates the SDN control in the ETSI/NFV MANO architecture. The XCI also provides 

an abstracted view of the available resources, states and functions through the 

Northbound Interface (NBI). The Southbound Interface (SBI) connects the XCI to the 

data plane nodes and allows the execution of control and management functions on the 

hardware elements. Within the XCI structure there is the controller layer, composed of 

the network, computing, and storage controllers, enabling the allocation and 

configuration of the different resources composing the NFVI. The 5G-TRANSFORMER 

project extends the 5G-Crosshaul transport solution with MEC and dynamic creation of 

slices and placement of VNFs to take into account the needs of vertical industries. 

Figure 4 presents the 5GT-MTP TD1-1 and TD1.2 mapping with the ETSI NFV MANO 

architecture, highlighting three architectural alternatives: 

¶ Case 1: the 5GT-MTP exposes virtual resources and the possibility to 

instantiate entire VNFs through the VNFM; 

¶ Case 2: the 5GT-MTP exposes PNFs that can be configured but not instantiated 

(e.g. a physical BTS). At the VIM/WIM level the 5GT-MTP only instantiates 

virtual resources related to networking; 

¶ Case 3: the 5GT-MTP abstracts an entire network service to the 5GT-SO and it 

takes care internally about how to orchestrate it, through the NFVO ï VNFM - 

VIM/WIM stack. 

It is worth noting that case 1 and case 2 correspond to the 5GT-MTP TD1-1 while case 

3 corresponds to the 5GT-MTP TD1.2.  
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FIGURE 4: 5GT-MTP MAPPING WITH ETSI NFV MANO 

Independently from the kind of service exposed by the 5GT-MTP to the 5GT-SO, as 

shown in Figure 3, the 5GT-MTP should contain the following components: 

Virtual Infrastructure Manager (VIMs) 

VIMs are in charge of managing storage, networking and computational resources in its 

respective NFVI-PoP administrative domain. The VIM is typically handled by a cloud 

platform, like e.g. OpenStack. In addition, each NFVI-PoP/administrative domain under 

the VIMôs responsibility may include one or more SDN Controllers (e.g. OpenDaylight) 

in charge of establishing the transport connectivity between VNFs deployed within an 

NFVI-PoP. In case of multi-layer or multi-technology network infrastructures, SDN 

Controllers can also be deployed in a hierarchical model to handle the heterogeneity of 

the technological domains through dedicated child controllers. 

WAN Infrastructure Manager (WIMs) 

WIMs are in charge of providing inter-domain links, which will be translated into 

configurations of the transport network between NFVI-PoPs gateways through the 

proper SDN Controller. 

Network Function Virtualization Infrastructure (NFVI) 

NFVI provides all the hardware (e.g. compute, storage and networking) and software 

(e.g. hypervisor) components that constitute the infrastructure where VNFs are 
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deployed. Eventually, also sharing PNFs among different NFV-NSs can be taken into 

consideration for the virtualization infrastructure. 

A VIM or a WIM can interface with the underlying SDN Controllers to request virtual 

connectivity services through the Nf-Vi reference point or establish directly the 

connectivity services by configuring the network nodes. In the latter case, SDN 

Controllers become part of the VIM itself, controlling directly virtual entities such as 

virtual switches or network functions within the related NFVI PoP. This kind of hierarchy 

in management and orchestration of heterogeneous resources provided by the NFVI 

brings the benefit of different layers of abstraction, where, from the bottom to the upper 

layer of the 5GT-MTP inner architecture, each component provides the proper NBI to 

request services. With the aim of offering NFV MANO services across multiple 

administrative domains, the NFVI pool of resources can be provided as a service. In the 

NFVIaaS paradigm, we can identify the consumer as a service provider which wants to 

run VNF instances inside an NFVI provided as a service by a different administrative 

entity: the NFVIaaS provider. This means that the NFVIaaS consumer has the control 

of the VNF instances, but it does not control the underlying infrastructure. In particular, 

since the providerôs NFVI is structured in several VIMs, the provider can offer the 

access to the service following two different types of interactions between the two 

administrative entities: 

¶ Multiple Logical Point of Contact (MLPoC), where the consumer has the 
visibility of the different VIMs within the providerôs administrative domain and 
communicates directly with each of them. 

¶ Single Logical Point of Contact (SLPoC) (see Figure 5), where the VIMs are 
hidden to the consumer and the providerôs administrative domain contains a 
SLPoC function in charge of acting as a single unified interface offered to the 
consumer. 

 

FIGURE 5: SLPOC FUNCTION 
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To enable the deployment of vertical use cases with mobile applications that require 

very low latency, the 5GT-MTP architecture should be extended to deal with the Multi-

access Edge Computing (MEC) technology. In fact, the possibility of reducing the 

latency, by bringing IT and cloud computing capabilities near to the mobile access side, 

allows the deployment of use cases in different industryôs branches, such as the 

automotive and the cloud robotics, where the ñinstantaneousò processing of the data is 

a key factor. An example of possible integration between MEC and NFV MANO 

architecture is provided in [31]. On the MEC side, we can identify the following 

components for the 5GT-MTP MEC extension. 

Mobile Edge Platform (MEP) is a VNF deployed at the 5GT-MTP NFVI-PoP or NFVI 

edge. It offers services, such as Radio Network Information Service (RNIS), and 

location API for ME VNF applications. The latter are deployed in the same NFVI-PoP. 

The MEC applications use the MEC service to adapt the application to user context or 

run low-latency applications at the edge.  

Mobile Edge Platform Manager ï NFV (MEPM-V) corresponds to the MEP Element 

Manager. It is in charge of managing the application rules and requirements. The 

lifecycle management in the context of 5GT-MTP is delegated to the VNFM-MEC. 

VNFM-MEC  is in charge of Life Cycle Management of the MEC application VNF as 

well as the Mobile Edge Platform. It is connected to the 5GT-MTP NFVO via the well-

defined Or-Vnfm interface, while it uses the Ve-Vnfm-em and Ve-Vnfm-vnf interfaces to 

communicate with the MEPM and MEC application VNF, respectively. At the 5GT-MTP 

level, the VNFM-MEC communicates with the VIM in order to manage the needed 

resources for the deployment of the MEC Apps, where the VIM uses the Nf-Vi interface 

to manage the NFVI Edge resources, e.g. supporting containers. 

4.2 5GT-MTP innovations 

The 5GT-MTP, as the overall 5G-TRANSFORMER architecture, has been designed to 

be aligned with the ETSI NFV specifications. However, in some cases the ETSI 

specifications should be extended to support the goals of the project. This section aims 

to describe such extensions or innovations. 

One innovation is the fact that the 5GT-MTP decouples the VIM from the NFVO and 

VNFM through a REST-API interface that covers both the Or-Vi and Vi-Vnfm interfaces 

defined in ETSI-NFV. This decoupling allows future developments where an 

orchestrator may interface with more than one 5GT-MTP and also a 5GT-MTP could 

accept requests from multiple service orchestrators. This decoupling also facilitates 

further independent development of 5GT-MTP and 5GT-SO. 

The above-mentioned decoupling also facilitates developing an 5GT-MTP architecture 

where one 5GT-MTP can integrate several VIMs and WIMs from different technological 

domains and expose a unified view to the upper layers (the 5GT-SO in the 5G-

TRANSFORMER project). The integration of several VIMs and WIMs allows a single 

VNFM and NFVO to control several technological domains. 

In order to allow the integration of several VIMs and WIMs in one 5GT-MTP, the 5GT-

MTP includes an abstraction layer, which in turn is able to provide different levels of 

abstraction at both cloud computing and networking levels. Depending on the level of 

details exposed to the upper layer, the 5GT-MTP may take autonomous decisions 
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about resource orchestration (also considering radio network related constraints) or 

these decisions may be taken directly by the 5GT-SO. 

As the second innovation, the integration of MEC in the 5G-TRANSFORMER project 

has also its reflection in the 5GT-MTP which is able to support the deployment of MEC 

applications and services providing the following features: (i) advertisement of MEC 

hosts, including their characteristics (locations, capabilities, network connectivity to 

RAN and WIMs); (ii) deployment of MEC applications and configuration of the related 

traffic steering; (iii) advertisement of MEC services running in each MEC hosts; (iv) 

support of network interfaces towards the RAN and the data plane in generals to 

enable MEC services like Radio Network Information Service (RNIS). 

And lastly, the 5GT-MTP can also deploy, manage and provide a Connectivity Service, 

including the combination of network functions and connectivity from the RAN up to the 

vEPC. This kind of service is offered as an NFVI resource to the upper layer (i.e. the 

5GT-SO) and is managed autonomously by the 5GT-MTP itself. This means that the 

5GT-MTP is able to select, deploy and configure the most suitable RAN Split, as well 

as to decide the internal decomposition of such service, e.g. using physical or virtual 

network functions, and its dimensioning. This functionality is enabled by the 5GT-MTP 

TD1-2.  

4.3 5GT-SO-5GT-MTP reference points 

In the 5GT-MTP two set of interfaces (i.e., reference points) are defined: an external 

Northbound interface (NBI) between 5GT-MTP and 5GT-SO and an internal 

Southbound Interface (SBI) between 5GT-MTP VIM/WIN and NFVI. 

4.3.1 5GT-MTP NBI/5GT-SO SBI 

The 5GT-MTP northbound interface (NBI) addresses the interworking between the 

5GT-SO and the 5GT-MTP building blocks of the 5G-TRANSFORMER architecture. 

The 5GT-MTP NBI coincides with the 5GT-SO SBI as defined in D4.1 [4]. Thus, the 

description of the 5GT-SO SBI is reported here for ease of consultation. It is worth 

mentioning that 5GT-SO and 5GT-MTP may follow a 1: N relationship. That is, a single 

5GT-SO may interact via multiple SBI instances towards N 5GT-MTPs which handle 

the configuration and programmability of a number of domains including heterogeneous 

virtualized resources for compute, storage and networking. In the following we are also 

assuming that a 5GT-MTP is managed by a single 5GT-SO. Besides managing the 

utilization (i.e., de/allocation) of the virtualized resources, the 5GT-SO SBI/5GT-MTP 

NBI also encompasses the required functionalities for deploying (updating and 

terminating) demanded VNFs by a given NFV-NS. In the 5G-TRANFORMER project all 

these operations are supported by the so-called So-Mtp interface. 
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FIGURE 6: REFERENCE POINTS FOR 5GT-SO SBI (I.E., SO-MTP INTERFACE) 

Figure 6 illustrates the targeted 5GT-SO SBI/5GT-MTP NBI and its key reference 

points. Similar to the 5GT-SO NBI, the 5GT-SO SBI/5GT-MTP NBI is mostly based on 

a set of standard documents being produced within the ETSI NFV framework, namely 

ETSI GS NFV-IFA 005 [24], ETSI GS NFV-IFA 006 [44] and ETSI GS NFV-IFA 008 

[45]. In a nutshell, the 5GT-SO SBI/5GT-MTP shall provide the operations and 

functions, supported by a well-defined set of messages and workflows, for: (i), providing 

abstracted information (e.g., capacities, availability, connectivity, etc.) of the virtualized 

resources managed by each 5GT-MTP; (ii) managing (i.e., instantiation, reservation, 

allocation, scaling up/down and release) of the virtualized resources required to support 

an NFV-NS; (iii) enabling the fault management and performance monitoring aiming at 

recovering interrupted services or ensuring the targeted SLAs demanded by each NFV-

NS; and (iv) supporting the lifecycle management (i.e., creation, configuration, 

modification and termination) along with related performance and fault management of 

the VNFs instantiated over the virtualized (compute and storage) resources. The SO-

MTP interface enables communicating the specific entities of the 5GT-SO (VNFM and 

NFVO-RO) with a single logical point of contact (SLPOC) at each 5GT-MTP entity. 

Accordingly, four reference points for the 5GT-SO SBI are conceived:  

¶ So-Mtp(-RAM). It provides the Resource Advertisement Management functions. 

That is, it allows feeding the 5GT-SOôs NFVI repository with information 

regarding the virtualized resources that will accommodate requested NFV-NSs. 

Such information can be delivered by using different levels of 

details/abstraction. Thus, the adopted abstraction, and vision of the resources, 

will notably impact on the 5GT-SO NFVO-RO algorithms used for the VNF 

placement and/or networking computation. The mechanism used by the 5GT-

MTP(s) to update the 5GT-SOôs NFVI could be achieved also via different 

mechanisms such as immediate update when a change in any (abstracted) 

virtualized resource occurs (e.g., allocation or reservation), upon an explicitly 

demand sent by the 5GT-SO, or even applying predefined periodic updates. 

¶ So-Mtp(-RM). This encompasses the Resource Management operations over 

the virtualized resources. Basically, it contains the set of operations used for 

reserving, allocating, updating (in terms of scaling up or down) and terminating 

(i.e., release) the resources handled by each 5GT-MTP. In short, and according 

to the abstracted information managed by the 5GT-SO, the So-Mtp(-RM) 

5GT-MTP
SLPOC

5GT-MTP
SLPOC

5GT-SO
NFVO-NSO NFVO-RO

VNFM

So-Mtp-(VNF) So-Mtp-(RM); So-Mtp-(RMM); So-Mtp-(RAM)
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coordinates the involved 5GT-MTPs to manage the utilization of a selected set 

of virtualized resources. This entails the VNF placement and triggering the 

reservation / allocation of the network resources constituting the demanded 

NFV-NS. 

¶ So-Mtp(-RMM). This provides the Resource Management and Monitoring 

operations. Basically, it provides the required interworking procedures including 

the primitives and parameters for supporting the 5GT-SO Monitoring Service 

capability. This entails a twofold functionality: i) fault management to recover / 

restore the interrupted NFV-NS by a failure (e.g., link failure, VNF host crashes, 

etc.); and ii) permanent performance monitoring crucial to ensure the demanded 

SLA for the existing NFV-NS. Obviously, the involved information needed for 

such Monitoring Service functions are also related to the adopted granularity 

and abstracted information (i.e., level of detail) within the 5GT-SO. 

¶ So-Mtp(-VNF). This takes over the general VNF lifecycle management (e.g., 

scaling up/down a particular VNF instance, fixing VNF malfunctions, etc.) 

commanded by the 5GT-SO VNFM. Moreover, the VNF configuration (i.e., 

specifying targeted parameters defining the targeted VNF behaviour) is also 

supported over this reference point. Last but not least, the So-Mtp-VNF 

reference point supports performance and fault management functionalities to 

monitor the VNF operations and adopt/apply (if needed) necessary actions to 

revert/solve VNF failures and performance degradations.  

As anticipated above, the implementation of the 5GT-SO SBI/5GT-MTP NBI operations 

and, particularly, those driven into the four reference points, leverage the procedures 

(i.e., interworking between entities, messages and basic contents) described in ETSI 

GS NFV-IFA 005, 006 and 008 [24], [44], and [45], resp., as much as possible. Note 

that other functions/deviations required to be covered within the 5G-TRANFORMER 

framework but not supported by those standard documents could be eventually added. 

Nonetheless, focusing exclusively on the operations currently supported in [24], [44], 

and [45], the following operations are identified as essential for encompassing the 

implementation of the 5GT-SO SBI/5GT-MTP NBI reference points: 

¶ For the So-Mtp(-RAM), a set of pairs of request/response messages is 

considered. This is divided into two main top sets/groups, namely, Virtualized 

Resources Information Management and Virtualized Resources Capacity 

Management. These two subsets of messages (see [24] and [44]) grant 5GT-

SO with multiple functionalities such as subscription to specific (filtered) 

resource information, query of and update (for changes) resource information, 

specific resource capacity, etc. Specifically, the resource capacity can be 

provided with respect to its current status (i.e., available, allocated or reserved) 

as well as specifying the amount of resources. Moreover, the resource 

information can be retrieved for a particular 5GT-MTP governing a certain 

Resource Zone (e.g., geographic NFVI-PoP specifying the reachable 

endpoints). With respect to the amount of resources, this clearly depends not 

only on the type of virtualized resource but also on the abstraction policy. For 

the compute resources, it can be delivered the total amount of available or 

allocated virtual memory and virtual CPU; for storage, the information is related 

to the size of storage and type (e.g., volume, object) or the support of remote 

direct memory access; for networking resources, the provided attributes 
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regarding the link type (e.g., VLAN or GRE), the supported link QoS parameters 

(e.g., latency), the total link bandwidth, the IP addressing for a specific (sub-

)network, the port types connected to specific network elements (e.g., Layer 1, 2 

or 3), etc. 

¶ For the So-Mtp(-RM), ETSI GS NFV-IFA 005 [24] defines a set of 

request/response messages to allocate, query, update, migrate, and terminate 

virtualized resources are specified. Such defined sets are tailored to the 

operations to be made over a particular virtualized resource set. For instance, 

for compute resources the set named Virtualized Compute Management 

Interface is defined. This provides the specific allocation of compute resource 

over a particular Resource Zone, with a determined set of virtual CPUs and 

memory, as well as informing about the software image to be set on the Virtual 

Machine. For network resources, the set Virtualized Network Resource 

Management Interface takes over of all the operations to be made over the 

network resources. Non-exhaustively, this includes the allocation of selected 

bandwidth over a network entity (e.g., link) or the utilization of an entire data 

port. In addition, the operations to create Network Forwarding Paths (NFPs) to 

accommodate VNFFGD are supported. The request messages should include 

the list of virtual networks and ports forming the NFP. In addition, the set 

Virtualized Storage Resource Management Interface entails the set of 

operations (mapped to pair of messages) handling the storage resources. 

Similar to the compute and networking resources, these operations enable the 

selection of an amount of storage to be allocated over, e.g., a particular 

Resource Zone. Finally, ETSI GS NFV-IFA 005 also defines a top interface to 

reserve virtualized resources referred to as Virtualized Resource Reservation 

Interfaces. This interface is used to (pre-)book virtualized resources which 

eventually may be needed and used.  

¶ For the So-Mtp(-RMM), ETSI GS NFV-IFA 005 [24]also specifies the interfaces 

(messages and contents) supporting fault management and performance 

monitoring. Specifically, the Virtualized Resource Fault Management Interface 

defines the messages enabling the 5GT-SO to subscribe for notifications from 

5GT-MTP about containers crashes, virtual network port errors or reserved 

resources unavailable or exhausted. To this end, such interface supports 

detailed alarms. The Virtualized Resources Performance Management Interface 

describes a set of messages used for collecting measurements within 

notifications that will feed the 5GT-SOôs Monitoring Service. These messages 

include resource consumption, memory oversubscription, disk latency, etc. In 

general, the collection of such information is controlled by a Performance 

Monitoring (PM) job. The interface is oriented on handling the management of 

PM jobs (creation, subscribe, update, query, etc.). For a given PM job, it can be 

specified the object to be monitored (e.g., CPU power consumption in VM), the 

performance metric, the frequency for capturing the measurements, threshold to 

send notifications, etc.  

¶ For the So-Mtp(-VNF), ETSI GS NFV-IFA 008 [44] describes the messages and 

contents supporting the operations for the creation / configuration / termination, 

scaling (up / down), monitoring and fault management of the VNFs being 

deployed in a specific NFVI-PoP and handled by the SO-MTP. In this context,  

[44] firstly addresses the necessary set of messages (as request/respond pairs) 
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used for both initially configuring and modifying (e.g., deleting) a VNF (or 

Component). For the sake of completeness, this specific interworking is 

triggered by the 5GT-SO VNFM. In general, the messages providing a VNF 

operation must carry a unique identifier to unambiguously determine over which 

particular VNF (or Component) the action will be conducted. Moreover, 

configuration data or parameters are also included specifying the amount of 

required memory, CPU capacity, storage size, connection points (address and 

ports), software image of the VNF container, etc. That is, the set of parameters 

providing the description of the targeted VNF (Component) is referred to as VNF 

Descriptor (VNFD). In general, VNFDs are on-boarded in the so-called VNF 

package and they are assigned by an identifier which allows determining which 

descriptor is followed by a VNF instance being created. Exhaustive details 

about the VNFDs and the configurable parameters are provided in ETSI GS 

NFV-IFA 011. Another interworking operation supported by So-Mtp(-VNF) is the 

VNFM Indication actions. These indicators are used to notify the 5GT-SO VNFM 

about a VNF behaviour which can be eventually used by the VNFM to trigger 

auto-scaling operations. Finally, the performance and fault management 

interworking enable creating PM jobs to impose the generation of notifications 

sending specific VNF parameters status (e.g. CPU) which are then gathered 

and processed. To this end, the interface entails the creation of thresholds to 

manage the notification message creation or the periodicity when such 

notifications are composed and sent. Last but not least, for the fault 

management purposes, the 5GT-SO VNFM is able to indicate the subscription 

demanding for specific alarms generated by the VNFs when, for instance, to 

react when a fault occurs.  

Although the considered ETSI GS NFV-IFA 005 [24], ETSI GS NFV-IFA 006 [44] and 

ETSI GS NFV-IFA 008 [45] documents cover most of the interworking operations to be 

deployed in the targeted 5GT-SO SBI/5GT-MTP NBI, as mentioned above, some 

specific capabilities required in 5G-TRANSFORMER may not be entirely supported, 

and therefore appropriate extensions will be required. In this regard, the support of 

multiple 5GT-MTPs to a single 5GT-SO is a notable objective within 5G-

TRANSFORMER. Another relevant capability regards how to manage a pool of PNFs 

shared by multiple 5GT-MTPs. In other words, the goal is to investigate how the 5GT-

SO SBI/5GT-MTP NBI can allocate, update, terminate, etc. PNFs resources that are 

not bounded to a single 5GT-MTP. We note that scenarios such as these need to be 

carefully studied with the focus on how the 5GT-SO SBI/5GT-MTP NBI is impacted and 

whether ETSI GS NFV-IFA 005 can support it. These and other open issues that may 

arise will be explored recurrently during the 5GT-SO SBI/5GT-MTP NBI interface 

design, implementation and validation. 

4.3.2 5GT-MTP abstraction towards the 5GT-SO 

An important and exclusive function of the 5GT-MTP is to decide the abstraction (i.e., 

the level of details) with which the resources are exposed to the 5GT-SO, the utilized 

information model, and data model. Possible solutions are summarized in the following 

sections. 

In 5GT-TRANSFORMER, the 5GT-MTP includes both abstraction and virtualization 

functions. Resources are abstracted, in the sense that they are exposed in a simplified 

view to the 5GT-SO. Moreover, they are virtualized, that is, they are offered to the 5GT-
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SO as they were a subset of resources dedicated to a specific VNF-NS. For sake of 

simplicity in the rest of the chapter the term ñabstractionò is used to refer to both 

abstracted and virtualized resources exposed from 5GT-MTP to 5GT-SO. 

Resource abstraction is a key element for the interworking of the 5GT-MTP and the 

5GT-SO that has to meet the following needs: i) keep the independency between the 

technology deployed in transport and radio and the information model to describe its 

resources so that the same information model may be maintained even if the 

technology changes; ii) simplify the tasks of transport, radio and exposition view to 

5GT-SO with a clear separation of role and responsibility, to facilitate fault locations; iii) 

decouple the radio and transport solutions that can evolve to different releases 

independently; iv) associate radio and transport to different providers that can be 

combined to each other in N:M relationship, where N and M are positive integers. For 

example, there are situations where the same transport provider shares the transport 

infrastructure to more radio providers, or the case where a radio provider makes use of 

more transport providers. In this approach, the transport layer works on the physical 

infrastructure resources and provides a suitable abstract view to the radio. Such 

abstract view can be organized in different views according several criteria. In turn, the 

radio layer works on the abstract view exposed by the transport to manage the radio 

resources and provide the connectivity services to the 5GT-SO. Again, also at the radio 

level a view has to be provided according different criteria. In case of Cloud Radio 

Access Network (C-RAN), the radio functions are virtualized and provided as generic 

processing functions deployed on data-centres and servers. In this case, the 5GT-MTP 

has to manage the C-RAN and coordinate with the transport to provide the connectivity 

required by the 5GT-SO.  

To allow a suitable deployment of resources, the 5GT-MTP has to provide the 5GT-SO 

with an abstract view of the available resources, providing an adequate level of detail. 

For this reason, one of the 5G-TRANSFORMER objectives is to provide new 

abstraction models for infrastructure resources. In the context of 5G-TRANSFORMER, 

the 5GT-MTP resources consists of the RAN and core network, transport network, MEC 

infrastructure, compute, and storage resources. Thus, the 5GT-MTP will provide a 

scalable and efficient abstraction that takes into account all these aspects. In particular, 

to allow a correct selection of the resources for a specific service, the 5GT-MTP will 

expose (with the suitable level of abstraction) information about: 

Å availability of NFVI-PoP resources, identifying also the geographical location of 

the servers for a correct placement of the V(N)Fs,  

Å type and characteristic of available connectivity. 

As far as the connectivity is concerned, two possible approaches may be followed. In 

the first, the 5GT-MTP exposes the connectivity hiding the complexity of the radio and 

transport interaction. The 5G-MTP provides as a logical link characterized with 

performance parameters (e.g., latency, bandwidth). The network functions to 

implement this logical connectivity (e.g., evolved NodeB, Evolved Packet Core ---

EPC),) as either physical or virtual network functions, and the type of functional split to 

be adopted, are entirely decided and managed by the 5GT-MTP that will orchestrate 

them not only on the bases of the service requirements but also taking into account the 

constraints of the underlying transport network. Using the second approach, the 5GT-

MTP exposes only networking and computing resources, optionally combined with 

specific PNFs, allowing the 5GT-SO to decide how to compose the desired mobile 
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communication service selecting the most suitable combination of VNFs, PNFs and 

their inter-connections. To better understand the main functionalities and requirements 

of the 5GT-MTP and highlight the importance of the resource abstraction, some 

examples are provided in the following. 

Figure 7 shows an example of physical infrastructure managed by the 5GT-MTP 

composed of some eNodeBs and four NFVI_PoPs (or data centers) connected to each 

other through a transport network. The NFVI_PoP_telco data centers provide compute 

and storage resources for network functions, while NFVI_PoP_cloud data centers 

provide compute and storage resources for the Vertical Application (VA). For sake of 

simplicity, the access network (AN) for mobile is simplified (tree topology) and based on 

Long Term Evolution (LTE) but extensions to more complex AN are straightforward. 

 

FIGURE 7: EXAMPLE OF PHYSICAL INFRASTRUCTURE 

Figure 8 describes a service (i.e., NFV-NS) deployed on the physical infrastructure 

described above. EPC functions are deployed in NFVI_PoP_telco_a, while an 

application server (AS) is deployed in NFVI_PoP_cloud_b. The choice of the particular 

NFVI_PoPs to use for deploying the EPC functions and AS may be based on the VM 

images available at the different data centres and/or geographical position of the data 

centres. An alternative deployment is shown in Figure 9, where control and data 

forwarding planes related to the S-GW and P-GW are split. In this case the intelligence 

and decision making are centralized in the P-GW and S-GW controllers (P-GW-C and 

S-GW-C). 

Considering the scenario described in three different alternatives of 5GT-MTP 

abstraction model with different level of details are considered. 

 

FIGURE 8: VERTICAL SERVICE COMPONENTS 
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FIGURE 9: VERTICAL SERVICE COMPONENTS IN THE CASE OF EPC SPLIT 

Alternative 1 

5GT-MTP exposes all physical resources (mobile, transport, storage, and compute) to 

the 5GT-SO (see Figure 10). That is to say, the 5GT-SO has a full view of all physical 

resources and takes decisions on how to orchestrate the NFV-NS based on a full view 

of physical resources. Clearly, this alternative has severe scalability and resources 

ownership issues (as data centres may belong to different providers). 

 

FIGURE 10: 5GT-SO VIEW OF FINAL SERVICE FOR ABSTRACTION ALTERNATIVE 1 

Alternative 2 

In this abstraction model the MTP exposes cloud resources availability and an abstract 

view of transport and mobile resources. The 5GT-SO is not fully aware of the physical 

network topology. As shown in Figure 11, the 5GT-MTP presents an abstract network 

topology of the transport network, which is composed by a set of logical links 

interconnecting some service access points (connection point identifying a specific 

eNB) with telco data centers (NVFI_PoP_telco_a and NVFI_PoP_telco_b) as well as a 

set of logical links interconnecting telco data centers with cloud data centers 

(NVFI_PoP_telco_a and NVFI_PoP_telco_b). The 5GT-SO takes decision on which 

data centers to deploy the network functions (i.e., vEPC) and the AS, selects the 

access point of the service and then decides how to interconnect the access point, 
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network functions and AS together in order to compose the final NFV-NS using the 

logical links reported in the abstract view of resources provided by the 5GT-MTP. As 

shown in Figure 12, the final service is seen from 5GT-SO as a logical link connecting 

the service access point to the left-side network connectivity endpoint of 

NVFI_PoP_telco_a (where the vEPC is deployed) as well as a logical link from the 

right-side network connectivity endpoint of NVFI_PoP_telco_a to the left-side network 

connectivity endpoint of NVFI_PoP_cloud_b (where the AS is deployed). 

 

FIGURE 11: 5GT-SO VIEW FOR ABSTRACTION ALTERNATIVE 2 

 

FIGURE 12: 5GT-SO VIEW OF FINAL SERVICE FOR ABSTRACTION ALTERNATIVE 2 

Alternative 3 

In this abstraction model the 5GT-MTP exposes cloud data center resources 

availability, an abstract view of transport and mobile resources, and completely hides 

telco data center resources. The 5GT-SO is not fully aware of the physical network 

topology. As shown in Figure 13, the 5GT-MTP presents an abstract network topology 

of the transport network, which is composed by a set of logical links interconnecting 

some service access points (connection point identifying a specific eNB) with cloud 

data centers (NVFI_PoP_cloud_a and NVFI_PoP_cloud_b). In this alternative, the 

5GT-SO takes decision on which data center to deploy the AS, chooses the access 

point of the service and then decides how to interconnect the access point and the AS 

in order to compose the final NFV-NS using the logical links shown in the abstract view 
















































































































